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ABSTRACT 

Background and Objective: Comorbidity is defined as other conditions present alongside a 

major condition at the same time. Knowledge of existing comorbidities in study participants 

may help to guide their disease assessment and management. The objectives of this research 

were to understand comorbidity patterns and to assess the performance of a range of 

clustering methods applied to study participant comorbidity profiles in order to stratify study 

participant’s by disease severity.  

Methods: We selected study participants who had diabetic retinopathy, glaucoma, or chronic 

kidney disease from an Electronic MEdical Records & GEnomics dataset (our data source). 

Then we then created a “gold standard” categorization of study participants into disease 

severity groups using International Classification of Diseases, Ninth Revision, Clinical 

Modification codes (i.e., mild, moderate or severe disease). After that, we applied K-means, 

hierarchical and spectral clustering methods to see how well each performed to classify study 

participants into the correct severity group, considering two different data subsets. The first 

data subset considered all “EDC” diagnostic categories and the second data subset only 

considered selected EDCs that were considered relevant to the conditions. 
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Results: Our results show that there are no significant differences in the number of 

comorbidities among different severity levels for diabetic retinopathy (p = 0.8261) and 

glaucoma (p = 0.5748). However, there was a statistical difference among severity levels for 

chronic kidney disease (p = 0.0008). Also, we found that for diabetic retinopathy study 

participants, when using K-means and spectral clustering methods and taking all EDCs disease 

categories into consideration, it is possible to stratify study participants into three groups 

based on diagnostic category clustering which corresponds to their severity. 

Conclusions: We found a statistical difference in the number of comorbidities present among 

patients categorized into different severity group for one condition (chronic kidney disease). 

But there are no significant differences in the number of comorbid conditions among different 

severity levels for diabetic retinopathy (p = 0.8261) and glaucoma (p = 0.5748). However, 

there is statistical difference among severity levels for chronic kidney disease (p = 0.0008497). 

When applying clustering approaches to all EDCs of study participants, we found that, two 

clustering approaches (K-means and spectral clustering) could be used to classify study 

participants with diabetic retinopathy into the correct severity group. Clustering approaches 

were not successful for other scenarios we explored. There were some limitations to this work 

due to a reliance on administrative data to categorize study participants into severity groups. 

Findings from this work, however, are promising start to exploring machine learning 

approaches to identify the severity of disease. 

 

Thesis Advisors: Dr. Casey Overby Taylor Ph.D.; Dr. Jonathan Weiner, DrPH 
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1. INTRODUCTION AND BACKGROUND METHOD 

1.1 Objectives 

• To understand patterns of comorbidities in a range of clinical conditions. 

• To determine which clustering method applied to comorbidity profiles is the most effective in 

stratifying study participants within a disease category into severity groups. 

 

1.2 Motivation 

Comorbidity is defined as a pre-existing medical condition of a study participant, or the presence of one or 

more medical conditions at the same time.1 It is associated with higher mortality, increased disability, a 

decline in functional status and a lower quality of life.2 In clinical practice, the evaluation of multimorbidity 

helps to shift physicians away from the old disease-based model to an individual-based perspective.3 The 

comorbidities in a cluster may be related through a common etiology or mechanism, shared variance, or a 

common outcome, which can distinguish different study participants.4 

 

The existing approaches to identify comorbidity patterns focus mainly on either using descriptive measures 

of comorbidity about the prevalence of coexisting conditions or addressing the prevalence of comorbidities 

based on a particular disease or a specific population.5 Recently, clustering approaches have been 

implemented to identify clinically relevant comorbidity patterns and to predict health-related outcomes.6,7 

However, the application of clustering has been  limited to specific diseases,  populations or analytic 

approaches. 

 

In this research, we try to address these issues. We aim to identify and describe the patterns of comorbidities 

among study participant cohorts from different health care settings and to assess the performance of different 

clustering methods to stratify study participants within a disease category into severity groups. We want to 

focus on understanding the patterns of comorbidities among study participants selected on the basis of a 
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single serious dominant condition and also determine which clustering method applied to comorbidity 

profiles can stratify the study participants by disease severity best.  

 

This thesis contains five major parts. The first topic is introduction and background which concludes the 

objective of research, the motivation of this job, introduce about dataset and analysis method. The second 

topic is method. It mentions about the preprocessing of dataset and implementing clustering algorithms. The 

third part is result section which introduces the population characteristics, the found comorbidity pattern, 

comorbidity cluster and model evaluation. The following is the discussion part. In this part, it mentions about 

summary of research, implications limitation and potential future work. The last part is conclusion that will 

make a summary about all the results got. 

 

1.3 Data and Resources 

Our approach leverages the data from the eMERGE Network (Section 1.3.1). We selected study participants 

with one of three disease according to their ICD-9 codes. A brief description of each selected disease is 

provided in Sections 1.3.2, 1.3.3., and 1.3.4. We also used the Johns Hopkins ACG software to characterize 

the comorbidities of selected study participants described in Section 1.3.5. 

 

1.3.1 eMERGE 

Electronic MEdical Records & GEnomics (eMERGE) is a national network organized and funded by the 

National Human Genome Research Institute (NHGRI).8 EMERGE study participant data sets include data 

extracted from the electronic medical record (EHR) and also corresponding genome information. The 

Network includes 11 geographically distinct groups in total.9 

 

The eMERGE network has three phases: phase I initiating from March 2007, phase II starting from August 

2011, and it is currently undergoing phase III.9 For phase I, the eMERGE network had goals to use electronic 

health record (EHR) data for precise phenotyping, conducting genome-wide association studies (GWAS) 
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based on strict rules of selecting phenotypes, and exploring the ethical, legal and social implications.10 With 

phase II, the eMERGE network had one of its major changes, adding  several pediatric sites: Children's 

Hospital of Philadelphia, Cincinnati Children's Hospital, and Boston Children's Hospital.10 The main focus 

in phase III is genomic medicine implementation.11 For example, scholars studied in establish methods for 

transmit the genetic test results from laboratories to healthcare provider , which can provide better electronic 

clinical decision support for physician.12 

 

The de-identified electronic health record (EHR) phenotype data and diagnostic information used in this 

research were collected through this network. To answer our research questions, we used  de-identified study 

participant  EHR data to select three phenotypes (i.e., diseases)  which can be diagnosed as falling into three 

“severity” levels using ICD-9-CM codes. These included: diabetic retinopathy, glaucoma and chronic 

kidney disease.  The specific ICD 9 codes that represent each different severity level within each condition 

are outlined below in Table 1.  

 

Table 1: Three Selected Phenotypes with Different Severity Levels 

ICD-9-CM Code Disease & Severity Level 

362.04 Mild nonproliferative diabetic retinopathy 

362.05 Moderate nonproliferative diabetic retinopathy 

362.06 Severe nonproliferative diabetic retinopathy 

 

365.71 Mild glaucoma 

365.72 Moderate glaucoma 

365.73 Severe glaucoma  
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585.2 Chronic kidney disease, stage 2 (mild) 

585.3 Chronic kidney disease, stage 3 (moderate) 

585.4 Chronic kidney disease, stage 4 (severe) 

 

1.3.2 Diabetic Retinopathy 

Diabetic retinopathy is a disease that affects blood vessels in the retina. Around 40% to 45% of Americans 

diagnosed with diabetes have some stage of diabetic retinopathy.13 Although nearly half of diabetes study 

participants have this condition, it is hard to detect at the early stages of disease since we might not see the 

clear symptoms. However, as the condition progresses, its symptoms can include spots or dark strings 

floating, blurred vision, fluctuating vision, impaired color vision and so on.14  

 

1.3.3 Glaucoma 

The leading cause of irreversible vision, especially for people over 60, is glaucoma. It affects more than 70 

million people worldwide, with approximately 10% of people being bilaterally blind.15 Early diagnosis can 

be very challenging because there is no single perfect reference standard for establishing the diagnosis of 

glaucoma. 

 

1.3.4 Chronic Kidney Disease 

Chronic kidney disease will influence people’s appetite, sleeping quality and cause cramping, swollen feet, 

itchy skin, and so on.16 It includes all the conditions that will damage our kidneys. People can get chronic 

kidney disease at any age, but when people have diabetes and high blood pressure, they have a much higher 

probability of developing kidney disease.17 
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1.3.5 Johns Hopkins Adjusted Clinical Groups Software 

The Johns Hopkins Adjusted Clinical Groups (ACG) System is a case-mix adjustment system that can be 

used to categorize all ICD codes that a person may be assigned over a period of time.   It measures a study 

participant’s risk by different factors based on collected measures such as medical services, medication 

prescriptions, and diagnoses.  

 

The ACG system includes various morbidity constructs including Expanded Diagnosis Clusters (EDCs).  

Tens of thousands of ICD codes are grouped into 282 EDCs representing  broad categories representing the 

most common chronic and acute conditions.18 For example, in a recent paper, researchers used Expanded 

Diagnosis Clusters (EDCs) and Rx-defined Morbidity Groups (RxMGs) – based on pharmacy codes - are 

used as comorbidity indicators to conduct risk adjustment data subsets, which can help health insurance 

companies to adjust for differences in study participant characteristics when estimating future health care 

resource cost.19 Researchers also examined the medication utilization and annual health care costs among 

study participants with diabetes based on the Johns Hopkins ACG System. They used ACGs to examine and 

control for comorbidities other than those that are diabetes-related, using the comorbidity index to predict 

the resources consumed in the next year.20  

 

In this research, EDCs, based on the Johns Hopkins ACG system software logic, were used to define 

comorbidities. We aimed to categorize cases with similar diseases or conditions. We wanted to use the EDCs 

as a comorbidity profile for each study participant to  achieve our research objectives, to gain understanding 

of the patterns of comorbidities within each of the three selected clinical conditions and to determine which 

clustering method applied to comorbidity profiles is the most effective to stratify study participants into 

disease severity groups.  
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The ACG system assigns all ICD codes found in EHRs or administrative data into one or more of 282 EDCs. 

The EDCs can be used to categorize cases with similar diseases or conditions.  By aggregating many 

hundreds or even thousands of unique ICD codes into one EDC, it can help to remove the difference in 

coding behaviors among different physicians.21 

 

1.4 Analysis Method 

1.4.1 Community Detection Algorithms  

Cluster analysis identifies patterns by seeking to partition the dataset into distinct groups based on the 

similarities among subgroups. Within each group, the similarities value between observations are similar, 

while observations in different groups are quite different from each other. Cluster analyses has potential to 

help us to find patterns in the dataset of comorbidities that can distinguish one group from another. While 

beyond the scope of this thesis, related techniques to community detection algorithms such as principal 

component analysis22 and t-SNE23may help to visualize high dimensional patterns. 

 

Community detection algorithms include a very broad set of techniques to achieve clustering needs, which 

have different metrics and may be beneficial for different use cases. There are two broad characteristics of 

clustering: compactness and connectivity. The K-means method24 is one example of compactness. The 

points that lie close to each other will fall in the same cluster and be compact around the cluster center, and 

the closeness can be measured by the distance between the observations. Spectral clustering25 is an example 

of connectivity. Points that are connected or are immediately next to each other are put in the same cluster. 

For example, even if the distance between two points is small, if they are not connected, they will not be 

clustered together.26 Hierarchical clustering is a method of cluster analysis which seeks to build a hierarchy 

of clusters, which can fall into two types bottom-up (each observation starts in its own cluster then pairs of 

clusters will merge as one and move up the hierarchy) and top-down (all observations start in one general 

cluster, and splits are performed recursively) approaches.27 K-means clustering, hierarchical clustering and 
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spectral clustering are the three methods we used in this research. Each approach is described in more detail 

in the following sections, including its strengths and limitations. 

 

K-means 

In K-means clustering, we seek to partition the observations into a pre-specified number of clusters. It tries 

to separate samples into n groups of equal variances, minimizing within-cluster sum-of-squares. It scales 

well to a large number of samples and has been used across a large range of application areas in many 

different fields.26 

∑ (‖𝑥𝑖 −  𝜇𝑗‖
2

𝜇𝑗 ∈𝐶
𝑚𝑖𝑛 )

𝑛

𝑖=0

 

 

The K-means algorithm divides a set of  samples () into K disjoint clusters (C), each described by the 

mean (𝜇𝑗) of the samples in the clusters. The means here are named the cluster centroids. This method aims 

to minimize the within-cluster sum-of-squares criteria. However, it suffers from various drawbacks28: It 

assumes that clusters are spherical about the cluster center, which is a strong assumption and may not always 

be relevant. In very high-dimensional spaces, Euclidean distances tend to become inflated, which will result 

in the curse of dimensionality problem. 

Hierarchical Clustering 

In hierarchical clustering, we do not know in advance how many clusters we want. It is a general family of 

clustering algorithms that builds nested clusters by merging or splitting them successively, and it will end 

up with a tree-like visual representation of the observations. The root of the tree is the unique cluster that 

gathers all the samples, the leaves being the clusters with only one sample. We used ward hierarchical 

clustering in this work, which aims to minimize the sum of squared differences within all clusters. It is the 

same mechanism as with K-means but tackled with an agglomerative hierarchical approach. 
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This method can also scale to a large number of samples when it is used jointly with a connectivity matrix 

but is computationally expensive when no connectivity constraints are added between samples because it 

considers at each step all the possible merges.28 

Spectral Clustering 

Spectral clustering treats the data points as nodes of a graph. The nodes are then mapped to a low-

dimensional space that can be easily segregated to form clusters. This method doesn’t make a strong 

assumption on the statistics of the clusters. It can help to get a better result than if one used the K-means 

method, with the cluster not being spherical about the cluster center. 

 

The disadvantage of this method is that it will increase the time complexity quite a bit since eigenvalues and 

eigenvectors need to be computed and then we have to do the clustering on these vectors. 

 

Table 2 A, “Comparison of three clustering algorithms” shows a brief comparison among K-means, ward-

hierarchical clustering, and spectral clustering. 

 

Table 2: A Comparison of Three Clustering Algorithms 26 

Method Name Parameters Scalability Use case Geometry 
(metric used) 

K-Means Number of 

clusters 

Very large 

number of 

samples. 

Medium number 

of clusters 

General-purpose, 

even cluster size, 

flat geometry, not 

too many cluster 

 

Distance between 

points 

Ward 

hierarchical 

clustering 

Number of 

clusters or 

distance 

threshold 

Large number of 

samples and 

number of 

clusters 

Many clusters, 

possibly 

connectivity 

constrains 

 

Distances 

between points 

Spectral 

clustering 

Number of 

clusters 

Medium number 

of samples and 

small number of 

clusters 

Few clusters, 

even cluster size, 

non-flat 

geometry 

Graph distance 

(e.g. neatest-

neighbor graph) 
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2. METHOD  

2.1 Preprocessing of Dataset 

2.1.1    Inclusion & Exclusion Criteria 

We selected our population of interest based on Figure 1 “Inclusion & Exclusion Criteria.” The starting 

eMERGE dataset contained 23,453,405 observations from 81,202 unique study participants. This represents 

study participants had the records for 289 times on average during the study. In the first stage, we selected 

the population who had one or more in scope diseases. This narrowed our sample to 123,636 observations, 

or records. Among this sample, 718 study participants with diabetic retinopathy according to the eMERGE 

EHR phenotype29 983 had glaucoma according to the eMERGE EHR phenotype30 and 2,699 had chronic 

kidney disease according to the eMERGE HER phenotype31 As the next step, we selected the final sample 

that only included study participants that had ICD codes which could determine their severity levels: mild, 

moderate, or severe (see Table 1). In total, we included 24,091 observations, each potentially including a 

range of ICD codes, which met the inclusion requirements. Among this sample, we had 87 individuals with 

diabetic retinopathy, 329 study participants with glaucoma, and 1,549 study participants with chronic kidney 

disease.  We obtained all ICD codes assigned by the study site, not necessarily limited to the in-scope 

conditions.  

 

In order to define mutually exclusive groups of study participants, we categorized them according to the 

following rules to create a gold standard grouping: 

• When multiple codes indicating disease severity were recorded for a study participant, we 

categorized the participant according to the most severe condition 

• When more than one of the in-scope conditions existed for a study participant, the most recent 

diagnosis was used for that study participant. 
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Fig 1. Inclusion & Exclusion Criteria  

 

2.1.2    Gold Standard: Disease Severity Level Grouping 

A gold standard grouping of study participants by disease severity level was created according to the rules 

described in the previous section. In summary, for those study participants with more than two severity 

levels for one disease, we placed the participant into the more severe condition group. For study participants 

who had multiple in-scope diseases, we placed the participant into the groups according to their most 

recently diagnosed disease. Figure 2 represents the results after applying the above rules for diabetic 

retinopathy study participants. Figure 3 represents outcome for glaucoma study participants and Figure 4 

represents chronic kidney disease study participants.  
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Fig 2. Venn plots for people having diabetic retinopathy with different severity levels 

 

Fig 3. Venn plots for people having glaucoma with different severity levels 
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Fig 4. Venn plots for people having chronic kidney disease with different severity levels 

 

2.2 Implement Clustering Algorithms 

In the introduction and background sections, we described and compared three different clustering 

algorithms. In this section, we implement those clustering methods with two data subsets of comorbidities.  

 

2.2.1.   Clustering Applied to All EDCs 

The initial data subset takes all 282 EDCs into consideration with three different clustering methods. Given 

that there were many comorbidities that may be irrelevant to the condition, we also considered only the 

comorbidities that were relevant to the condition (see Section 2.2.2). 

 

2.2.2    Clustering Applied to Relevant EDCs 

This data subset only considered the EDCs which are related to the disease of the study participant. Medical 

background experts (a medical student and Jonathan Weiner, a professor in health policy and management 

department) helped us to identify the clinically related EDCs for each in scope disease. 
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Medical experts identified the clinically related EDCs for us. We selected the diseases relevant EDCs from 

the whole 282 EDCs variable list and took them into our model, and we filtered out the EDC codes 

specifically for diabetic retinopathy, glaucoma and chronic kidney disease. 

1) For diabetic retinopathy, the relevant EDCs were EYE01 ophthalmic signs and symptoms, EYE02 

blindness, EYE03 retinal disorders (excluding diabetic retinopathy), EYE04 disorders of the eyelid 

and lacrimal duct, EYE05 refractive errors, EYE06 cataract, aphasia, EYE07 conjunctivitis, keratitis, 

EYE09 infections of eyelid, EYE10 foreign body in eye, EYE11 strabismus, amblyopia, EYE12 

traumatic injuries of eye, EYE14 eye, other disorders, EYE15 age-related macular degeneration. 

2)  For glaucoma, the relevant EDCs were GUR02 undescended testes, GUR03 hypospadias, other 

penile anomalies, GUR04 prostatic hypertrophy, GUR05 stricture of urethra, GUR06 urinary 

symptoms, GUR07 other male genital disease, GUR08 urinary tract infections, GUR09 renal calculi, 

GUR10 prostatitis, GUR11 incontinence, GUR12 genitourinary disorders, other. 

3) For chronic kidney disease, the relevant EDCs were REN01 chronic renal failure, REN02 

fluid/electrotype disturbances, REN03 acute renal failure, REN04 nephritis, nephrosis, REN05 renal 

disorders, other, REN06 ESRD 

 

2.3 Evaluation by Data Subset 

Our objectives were to understand patterns of comorbidities in a range of clinical conditions and to determine 

which clustering method was the most effective to stratify study participants by the severity of the condition. 

To understand patterns of comorbidities, we drew tables for the top ten most frequent comorbid conditions 

for three severity levels and then conducted a three-proportion z test to assess difference in mean among 

averaged proportions for a least one group. To determine which clustering methods were the most effective, 

we compared the clustering results with the gold standard disease severity levels (see Section 2.1.2). The 

best result is that after we used clustering method, it can divide the participants into 3 groups which is 

corresponding to their severity levels.   
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3. RESULT  

3.1 Sample Characteristics 

Based on inclusion and exclusion criteria, we selected our study sample. Table 3 provides the characteristics 

of the study sample. 87 individuals had diabetic retinopathy according to the eMERGE EHR phenotype and 

the diseases severity ICD-9-CM code.  329 individuals had glaucoma with a severity ICD-9-CM code, and 

1549 individuals had chronic kidney disease with a severity ICD-9-CM code. Eight hospitals (Geisinger, 

Kaiser Permanente, Marshfield Clinic, Mayo Clinic, Mount Sinai Hospital, Northwestern Memorial 

Hospital and Vanderbilt University Medical Center) had records in which study participants had one of the 

three diseases of interest with the severity level. Vanderbilt University Medical Center had the largest 

population of study participants with diabetic retinopathy and a severity ICD-9-CM code (34%), and of 

study participants with chronic kidney disease and a severity ICD-9-CM code (34%). The majority of people 

with glaucoma having a severity ICD-9-CM code came from Marshfield Clinic (48%).  For all three 

diseases, the majority of the study participants were over 50. A moderate number of study participants had 

diabetic retinopathy or chronic kidney disease between the ages of 20 and 50; however, no one at these ages 

had glaucoma based in our dataset.  

 

Table 3: Characteristics of the Study Population 

Disease Diabetic retinopathy 

with severity condition  

Glaucoma with severity 

condition 

Chronic kidney disease 

with severity condition 

Gender    

Female 49 (56%) 212 (64%) 737 (48%) 

Study Site    

Geisinger - - 255 (16%) 

Kaiser Permanente 8 (9%) 120 (37%) 55 (4%) 

Marshfield Clinic 12 (14%) 157 (48%) 283 (18%) 

Mayo Clinic 9 (10%) 4 (1%) 103 (7%) 

Mount Sinai Hospital - - 253 (16%) 

Northwestern Memorial 

Hospital 

28 (32%) - 66 (4%) 

Vanderbilt University 

Medical Center 

30 (35%) 48 (14%) 534 (35%) 

Diagnosed Age Group    

20-30 1 (1%) - 2 (0%) 

30-40 2 (2%) - 11 (1%) 
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40-50 4 (5%) - 43 (3%) 

50-60 18 (21%) 13 (4%) 172 (11%) 

60-70 29 (33%) 40 (12%) 361 (23%) 

70-80 18 (21%) 85 (27%) 486 (31%) 

80-90 15 (17%) 188 (57%) 474 (31%) 

 

 

3.2 Assessment of Comorbidities 

We filtered out non-disease conditions, such as surgical aftercare, administrative concerns and non-specific 

laboratory abnormalities, and preventive care. Also, we removed EYE13 diabetic retinopathy while 

considering study participants with diabetic retinopathy and EYE08 glaucoma when considering patients 

with glaucoma. Because there was no direct EDC code for chronic kidney disease, no EDCs were excluded 

for this group. The following table (Table 4) shows the top ten comorbid conditions among study participants 

in each disease group explored in this work.    
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Table 4: Top Ten EDC Condition Markers among eMERGE EHR Selected Phenotypes 

Diabetic Retinopathy (n=87) Glaucoma (n=329) Chronic Kidney Disease 

(n=1549) 

Eye, other disorders (100%) Musculoskeletal signs and 

symptoms (96%) 

Hypertension, w/o major 

complications (99%) 

Hypertension, w/o major 

complications (98%) 

Cataract, aphasia (95%) Disorders of lipid metabolism 

(96%) 

Disorders of lipid metabolism 

(95%) 

Refractive errors (92%) Musculoskeletal signs and 

symptoms (89%) 

Musculoskeletal signs and 

symptoms (90%) 

Cardiovascular signs and 

symptoms (88%) 

Chronic renal failure (83%) 

Cataract, aphasia (86%) Benign and unspecific 

neoplasm (84%) 

Hypertension, with major 

complications (83%) 

Cardiovascular signs and 

symptoms (83%) 

Low back pain (84%) Fluid/electrolyte disturbances 

(83%) 

Respiratory signs and 

symptoms (80%) 

Musculoskeletal disorders, 

other (83%) 

Cardiovascular signs and 

symptoms (82%) 

Chest Pain (79%) Hypertension, w/o major 

complications (82%) 

Iron deficiency, other 

deficiency anemias (82%) 

Peripheral neuropathy, 

neuritis (77%) 

Disorders of lipid metabolism 

(81%) 

Urinary symptoms (76%) 

Neurologic disorders, other 

(76%) 

Eye, other disorders (80%) Chest pain (74%) 

 

We also created tables to compare the difference in comorbid conditions for mild, moderate and severe 

disease according to ICD-9-CM codes. The results are shown in Tables 5 to 7. Among mild, moderate, 
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severe levels 4 of the top 10 comorbidities differ for diabetic retinopathy, 4 of the top 10 differ for glaucoma, 

and 3 of the top 10 differ for chronic kidney disease. We found there are no significant differences in the 

number of comorbidities among different severity levels for diabetic retinopathy (p = 0.8261) and glaucoma 

(p = 0.5748). However, there is statistical difference among severity levels for chronic kidney disease (p = 

0.0008497). Table 5 shows the detail comparisons for the three diseases at different severity levels. 

 Table 5: Top Ten EDC Condition Markers for Diabetic Retinopathy among Different Severity 

Conditions.  

 

Diabetic Retinopathy, Mild 

Condition (n=41) 

Diabetic Retinopathy, 

Moderate Condition (n=31) 

Diabetic Retinopathy, 

Severe Condition (n=15) 

Hypertension, w/o major 

complication (100%) 

Eye, other disorders (100%) Disorders of lipid metabolism 

(100%) 

Eye, other disorders (100%) Hypertension, w/o major 

complication (94%) 

Hypertension, w/o major 

complication (100%) 

Disorders of lipid metabolism 

(98%) 

Disorders of lipid metabolism 

(90%) 

Eye, other disorders (100%) 

Musculoskeletal signs and 

stains (90%) 

Cataract, aphasia (87%) Musculoskeletal signs and 

stains (100%) 

Chest pain (85%) Retinal disorders (excluding 

diabetic retinopathy) (84%) 

Cardiovascular signs and 

symptoms (93%) 

Respiratory signs and 

symptoms (85%) 

Musculoskeletal signs and 

stains (84%) 

Cataract, aphasia (93%) 

Cardiovascular signs and 

symptoms (83%) 

Chest pain (81%) Gastrointestinal signs and 

symptoms (87%) 

Cataract, aphasia (83%) Fever (81%) Neurologic disorders, other 

(87%) 
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Gastrointestinal signs and 

symptoms (80%) 

Peripheral neuropathy, 

neuritis (81%) 

Ischemic heart disease 

(excluding acute myocardial 

infarction) (80%) 

Urinary tract infections 

(80%) 

Cardiovascular signs and 

symptoms (77%) 

Cardiovascular disorders, 

other (80%) 

*bold text indicates that the comorbidity is unique for the severity level among the top ten 

comorbidities. For each comorbidity, we show the percentage participants within the severity group 

that have the comorbidity. 

 

Table 6: Top Ten EDC Condition Markers for Glaucoma among Different Severity Conditions  

 

Glaucoma, Mild Condition 

(n=66) 

Glaucoma, Moderate 

Condition (n=114) 

Glaucoma, Severe Condition 

(n=149) 

Musculoskeletal signs and 

symptoms (100%) 

Musculoskeletal signs and 

symptoms (100%) 

Cataract, aphasia (95%) 

Cataract, aphasia (94%) Refractive errors (96%) Musculoskeletal signs and 

symptoms (93%) 

Cardiovascular signs and 

symptoms (90%) 

Cataract, aphasia (96%) Refractive errors (88%) 

Refractive errors (89%) Cardiovascular signs and 

symptoms (89%) 

Cardiovascular signs and 

symptoms (86%) 

Musculoskeletal signs and 

symptoms (89%) 

Disorders of lipid 

metabolism (87%) 

Hypertension, w/o major 

complications (82%) 

Musculoskeletal disorders, 

other (88%) 

Benign and unspecified 

neoplasm (87%) 

Eye, other disorders (82%) 

Benign and unspecified 

neoplasm (86%) 

Hypertension, w/o major 

complications (85%) 

Benign and unspecified 

neoplasm (82%) 
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Low back pain (86%) Bursitis, synovitis, 

tenosynovitis (85%) 

Low back pain (82%) 

Bursitis, synovitis, 

tenosynovitis (86%) 

Low back pain (84%) Musculoskeletal disorders, 

other (82%) 

Disorders of lipid 

metabolism (83%) 

Acute sprains and strains 

(83%) 

Gastrointestinal signs and 

symptoms (81%) 

*bold text indicates that the comorbidity is unique for the severity level among the top ten 

comorbidities. For each comorbidity, we show the percentage participants within the severity group 

that have the comorbidity. 

 

Table 7: Top Ten EDC Condition Markers for Chronic Kidney Disease among Different Severity 

Conditions  

 

Chronic Kidney Disease, 

Mild Condition (n=76) 

Chronic Kidney Disease, 

Moderate Condition (n=964) 

Chronic Kidney Disease, 

Severe Condition (n=509) 

Hypertension, w/o major 

complications (100%) 

Hypertension, w/o major 

complications (99%) 

Hypertension, w/o major 

complications (99%) 

Disorders of lipid metabolism 

(96%) 

Disorders of lipid metabolism 

(97%) 

Disorders of lipid metabolism 

(94%) 

Cardiac arrhythmia (87%) Musculoskeletal signs and 

symptoms (90%) 

Fluid/electrolyte 

disturbances (94%) 

Respiratory signs and 

symptoms (83%) 

Respiratory signs and 

symptoms (82%) 

Hypertension, with major 

complications (93%) 

Musculoskeletal signs and 

symptoms (80%) 

Cardiovascular signs and 

symptoms (80%) 

Iron deficiency, other 

deficiency anemias (92%) 

Cardiovascular signs and 

symptoms (79%) 

Hypertension, with major 

complications (78%) 

Musculoskeletal signs and 

symptoms (90%) 
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Hypertension, with major 

complications (76%) 

Fluid/electrolyte 

disturbances (78%) 

Cardiovascular signs and 

symptoms (87%) 

Iron deficiency, other 

deficiency anemias (76%) 

Iron deficiency, other 

deficiency anemias (77%) 

Respiratory signs and 

symptoms (86%) 

Ischemic heart disease 

(excluding acute myocardial 

infarction) (75%) 

Urinary tract infections 

(73%) 

Renal disorders, other 

(83%) 

Debility and undue fatigue 

(75%) 

Appendicitis (72%) Urinary symptoms (81%) 

*bold text indicates that the comorbidity is unique for the severity level among the top ten 

comorbidities. For each comorbidity, we show the percentage participants within the severity group 

that have the comorbidity. 

 

3.3 Performance of Clustering Approaches to Group Study Participants by Disease Severity 

In this section, I will describe the results for clustering methods applied to two different data subsets (1) all 

EDCs  (See Section 2.2.1) and (2) relevant EDCs (See Section 2.2.2) after running three different clustering 

methods: (1) K-means, (2) spectral clustering, and (3) hierarchical clustering. I will also focus on the pattern 

of clustering methods and the outcome related to the severity conditions. 

 

3.3.1    Clustering Applied to All EDCs 

The initial data subset takes all 282 EDCs from the Johns Hopkins ACG software into consideration. We 

included them as variables in our three different clustering methods (K-means, spectral, and hierarchal 

clustering). For all the clustering methods, we prespecified that there would be three cluster groups. Tables 

8-13 show the number and percentage of study participants from each gold standard severity level (Mild, 

Moderate, or Severe) that were represented in each of three clusters (1st Cluster Group, 2nd Cluster Group, 
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3rd Cluster Group). For example, considering the 1st Cluster Group for K-means in Table 1, there were 19 

study participants with mild diabetic retinopathy identified in that cluster. A clustering method is considered 

effective in stratifying patients by severity level if the majority of study participants from each gold standard 

severity level were in a distinct cluster. 

 

Diabetic Retinopathy: 

The K-means method was effective in stratifying patients by severity level. In particular, we found that study 

participants from each gold standard severity level could be clearly divided into three different groups. In 

the first cluster, the majority of study participants (46.3%) have a mild condition, in the second cluster the 

majority of study participants (48.7%) have moderate conditions, and in the third cluster the majority of 

study participants (40%) have severe conditions. Similar to the K-means method, the spectral clustering 

method was effective in dividing the study participants from each gold standard severity level into distinct 

clusters. However, the hierarchical clustering method was unable to correctly group the majority of study 

participants into distinct clusters.   

 

Table 8: Clustering Applied to All EDCs for Diabetic Retinopathy Study Participants 

 Mild (N=41) Moderate (N=31) Severe (N=15) 

K-means    

1st Cluster Group 19 (46.3%) 9 (29.0%) 5 (33.3%) 

2nd Cluster Group 10 (24.4%) 10 (32.3%) 6 (40%) 

3rd Cluster Group 12 (29.3%) 12 (38.7%) 4 (26.7%) 

Spectral     

1st Cluster Group 14 (34.1%) 8 (25.8%) 5 (33.3%) 

2nd Cluster Group 13 (31.8%) 10 (32.3%) 6 (40%) 

3rd Cluster Group 14 (34.1%) 13 (41.9%) 4 (26.7%) 
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Hierarchical     

1st Cluster Group 14 (34.1%) 9 (29.1%) 3 (20%) 

2nd Cluster Group 20 (48.8%) 12 (38.7%) 11 (73.3%) 

3rd Cluster Group 7 (17.1%) 10 (32.2%) 1 (6.7%) 

*Bolded text indicates which cluster has majority study participants from the gold standard severity 

level group 

 

Glaucoma: 

When it considers the all EDCs for glaucoma study participants, the spectral clustering method and 

hierarchical clustering method were more effective in stratifying patients by severity than the K-means 

method. The K-means method did not divide the study participants into their goal standard severity groups, 

while the spectral clustering method and hierarchical clustering method was able to divide the study 

participants into two severity groups. When using the spectral clustering method, in the first cluster the 

majority of study participants have moderate (43.0%) and severe (42.3%) conditions and in the third cluster 

the majority of the study participants have a mild (34.8%) condition. After applying hierarchical clustering, 

in the first cluster the majority of study participants have mild (50.0%) and moderate (57.0%) conditions, 

and in the third cluster the majority of study participants have severe conditions (43.0%).  

Table 9: Clustering Applied to All EDCs for Glaucoma Study Participants   

 Mild (N=66) Moderate (N=114) Severe (N=149) 

K-means    

1st Cluster Group 28 (42.4%) 61 (53.5%) 72 (48.3%) 

2nd Cluster Group 14 (21.3%) 16 (14.1%) 31 (20.8%) 

3rd Cluster Group 24 (36.3%) 37 (32.4%) 46 (30.9%) 

Spectral    

1st Cluster Group 20 (30.3%) 49 (43.0%) 63 (42.3%) 
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2nd Cluster Group 23 (34.9%) 36 (31.6%) 44 (29.5%) 

3rd Cluster Group 23 (34.8%) 29 (25.4%) 42 (28.2%) 

Hierarchical    

1st Cluster Group 33 (50.0%) 65 (57.0%) 58 (38.9%) 

2nd Cluster Group 7 (10.6%) 8 (7.0%) 27 (18.1%) 

3rd Cluster Group 26 (39.4%) 41 (36.0%) 64 (43.0%) 

*Bolded text indicates which cluster has majority study participants from the gold standard severity 

level group 

 

Chronic Kidney Disease: 

When considering all EDCs for chronic kidney disease study participants, the K-means and hierarchical 

clustering methods were able to divide the study participants into two different severity groups, which was 

more effective than the spectral clustering method was. When considering spectral clustering method, the 

majority of mild (39.5%), moderate (39.5%) and severe (36.8%) study participants belong to the third 

cluster. For the K-means method, the majority of study participants with mild (38.1%) and moderate (43.4%) 

conditions belong to the second cluster, and in the third cluster the majority of study participants (47.6%) 

have severe conditions. The same situation occurred with the hierarchical clustering method. In the first 

cluster, most study participants have mild (48.7%) and moderate (46.2%) conditions, and in the third cluster, 

the majority of study participants have severe (47.5%) conditions. 

 

Table 10: Clustering Applied to All EDCs for Chronic Kidney Disease Study Participants  

 Mild (N=76) Moderate (N=964) Severe (N=509) 

K-means    

1st Cluster Group 25 (32.9%) 314 (32.6%) 94 (18.4%) 

2nd Cluster Group 29 (38.1%) 418 (43.4%) 173 (34.0%) 
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3rd Cluster Group 22 (29.0%) 232 (24.0%) 242 (47.6%) 

Spectral     

1st Cluster Group 22 (28.9%) 220 (22.8%) 163 (32.0%) 

2nd Cluster Group 24 (31.6%) 364 (37.7%) 159 (31.2%) 

3rd Cluster Group 30 (39.5%) 380 (39.5%) 187 (36.8%) 

Hierarchical    

1st Cluster Group 37 (48.7%) 445 (46.2%) 229 (45.0%) 

2nd Cluster Group 6 (7.9%) 80 (8.3%) 38 (7.5%) 

3rd Cluster Group 33 (43.4%) 439 (45.5%) 242 (47.5%) 

*Bolded text indicates which cluster has majority study participants from the gold standard severity 

level group 

 

3.3.2     Clustering Applied to Relevant EDCs 

Diabetic Retinopathy: 

The following findings present the conditions of diabetic retinopathy study participants when including only 

relevant EDCs. The K-means and spectral clustering methods can separate study participants into two 

severity groups; only the moderate and severe levels cannot be divided. However, the hierarchical method 

performed much poorer. The third cluster group has the majority of mild (41.5%), moderate (41.9%), and 

severe (53.3%) conditions. 

 

Table 11: Clustering Applied to Relevant EDCs for Diabetic Retinopathy Study Participants 

 Mild (N=41) Moderate (N=31) Severe (N=15) 

K-means    

1st Cluster Group 15 (36.6%) 10 (32.3%) 6 (40.0%) 
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2nd Cluster Group 11 (26.8%) 8 (25.8%) 3 (20.0%) 

3rd Cluster Group 15 (36.6%) 13 (41.9%) 6 (40.0%) 

Spectral    

1st Cluster Group 12 (29.3%) 9 (29.0%) 3 (20.0%) 

2nd Cluster Group 15 (36.6%) 8 (25.8%) 5 (33.3%) 

3rd Cluster Group 14 (34.1%) 14 (45.2%) 7 (46.7%) 

Hierarchical    

1st Cluster Group 10 (24.4%) 6 (19.4%) 3 (20.0%) 

2nd Cluster Group 14 (34.1%) 12 (38.7%) 4 (26.7%) 

3rd Cluster Group 17 (41.5%) 13 (41.9%) 8 (53.3%) 

*Bolded text indicates which cluster has majority study participants from the gold standard severity 

level group 

 

Glaucoma: 

When including the relevant EDC for glaucoma study participants, only the K-means method can divide the 

study participants into different severity group. With the spectral clustering method and hierarchical 

clustering method it is difficult to divide the study participants according to their severity levels. When 

applying the K-means method, the second cluster group has the majority of mild (45.5%) and severe (43.6%) 

conditions. In the first cluster, the majority of study participants have moderate (36.0%) conditions. 

 

Table 12: Clustering Applied to Relevant EDCs for Glaucoma Study Participants  

 Mild (N=66) Moderate (N=114) Severe (N=149) 

K-means    

1st Cluster Group 24 (36.4%) 41 (36.0%) 54 (36.2%) 

2nd Cluster Group 30 (45.5%) 41 (36.0%) 65 (43.6%) 
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3rd Cluster Group 12 (18.1%) 32 (28.0%) 30 (20.2%)  

Spectral    

1st Cluster Group 17 (25.8%) 37 (32.5%) 47 (31.5%) 

2nd Cluster Group 17 (25.8%) 34 (29.8%) 44 (29.5%) 

3rd Cluster Group 32 (48.4%) 43 (37.7%) 58 (39.0%) 

Hierarchical    

1st Cluster Group 21 (31.8%) 47 (41.2%) 53 (35.6%) 

2nd Cluster Group 16 (24.2%) 17 (14.9%) 26 (17.4%) 

3rd Cluster Group 29 (44.0%) 50 (43.9%) 70 (47.0%) 

*Bolded text indicates which cluster has majority study participants from the gold standard severity 

level group 

 

Chronic Kidney Disease: 

When including the relevant EDC for chronic kidney disease study participants, the K-means and hierarchal 

clustering methods did a better job than the spectral clustering method, separating the study participants into 

two different severity levels. For the K-means method, the second cluster has most study participants 

displaying mild (52.6%) and moderate (41.7%) conditions; in the first cluster the majority of study 

participants have severe (36.7%) conditions. When applying the hierarchical clustering method, the second 

cluster has the majority of study participants displaying mild and severe conditions and the first cluster has 

the most study participants displaying moderate (48.0%) conditions. 

 

Table 13: Clustering Applied to Relevant EDCs for Chronic Kidney Disease Study Participants  

 Mild (N=76) Moderate (N=964) Severe (N=509) 

K-means    

1st Cluster Group 12 (15.8%) 191 (19.8%) 187 (36.7%) 
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2nd Cluster Group 40 (52.6%) 402 (41.7%) 226 (44.5%) 

3rd Cluster Group 24 (31.6%) 371 (38.5%) 96 (18.8%) 

Spectral    

1st Cluster Group 16 (21.1%) 210 (21.8%) 161 (31.6%) 

2nd Cluster Group 40 (52.6%) 427 (44.3%) 223 (43.8%) 

3rd Cluster Group 20 (26.3%) 327 (33.9%) 125 (24.6%) 

Hierarchical    

1st Cluster Group 32 (42.1%) 463 (48.0%) 144 (28.3%) 

2nd Cluster Group 37 (48.7%) 350 (36.3%) 199 (39.1%) 

3rd Cluster Group 7 (9.2%) 151 (15.7%) 166 (32.6%) 

*Bolded text indicates which cluster has majority study participants from the gold standard severity 

level group 

 

3.4 Model Evaluation 

We compared the clustering results with the gold standard, which aims to see whether the clustering method 

can divide the study participants into different severity groups. To help quantify this comparison we used 

purity. Given the gold standard severity level of a condition, purity is defined as the percentage of study 

participants in a clustering group from all study participants with the severity level. The higher the purity is 

for a clustering group; the more effective the clustering group is at explaining the severity of a condition. 

Based on the result from section 3.3, we further evaluate which clustering method can better stratify the 

study participants into their gold standard severity level groups. Tables 14-19 show the results from this 

evaluation.   
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3.4.1     All EDCs Data Subset 

For diabetic retinopathy study participants, based on our research question, the K-means and spectral 

clustering methods were most effective at stratifying study participants into their gold standard severity level 

groups. To provide more detail, when using k-means, the majority of participants (46%) who had mild 

diabetic retinopathy were in the 1st cluster group; 39% participants with moderate diabetic retinopathy were 

in the 3rd cluster group and 40% participants with severe diabetic retinopathy were in the 2nd group.  

 

 

Diabetic Retinopathy: 

Table 14: Comparison of Clustering Approaches Applied to All EDCs for Diabetic Retinopathy 

Study Participants 

 

Method  Mild Moderate Severe 

K-means Clustering Group 1 3 2 

 Purity 0.46 0.39 0.4 

Spectral  Clustering Group 1 3 2 

Clustering Purity 0.34 0.42 0.4 

Hierarchical Clustering Group 2 2 2 

Clustering Purity 0.49 0.39 0.73 

 

Glaucoma: 

For glaucoma study participants, the three clustering methods were not able to stratify study participants 

into their gold standard severity level groups. However, spectral clustering and hieratical clustering were 

able to divide the study participants into two severity groups.  

 

Table 15: Comparison of Clustering Approaches Applied to All EDCs for Glaucoma Study 

Participants 
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Method  Mild Moderate Severe 

K-means Clustering Group 1 1 1 

 Purity 0.42 0.56 0.48 

Spectral  Clustering Group 3 1 1 

Clustering Purity 0.35 0.43 0.42 

Hierarchical Clustering Group 1 1 3 

Clustering Purity 0.50 0.57 0.43 

 

 

Chronic Kidney Disease: 

For chronic kidney disease, the three clustering methods were unable to stratify study participants into their 

gold standard severity level groups. However, the K-means and hierarchical clustering methods could divide 

the study participants into two severity groups.  

 

Table 16: Comparison of Clustering Approaches Applied to All EDCs for Chronic Kidney Disease 

Study Participants 

 

Method  Mild Moderate Severe 

K-means Clustering Group 2 2 3 

 Purity 0.38 0.43 0.48 

Spectral  Clustering Group 3 3 3 

Clustering Purity 0.39 0.39 0.37 

Hierarchical Clustering Group 1 1 3 

Clustering Purity 0.49 0.46 0.48 

 

3.4.2.   Relevant EDCs Data Subset 
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Diabetic Retinopathy: 

For diabetic retinopathy study participants, the three clustering methods didn’t stratify study participants 

well based on severity conditions using the relevant EDCs, since they can only divide them into less than 

two groups. 

 

Table 17: Comparison of Clustering Approaches Applied to Relevant EDCs for Diabetic 

Retinopathy Study Participants 

 

Method  Mild Moderate Severe 

K-means Clustering Group 1 3 3 

 Purity 0.37 0.42 0.40 

Spectral  Clustering Group 2 3 3 

Clustering Purity 0.37 0.45 0.47 

Hierarchical Clustering Group 3 3 3 

Clustering Purity 0.41 0.42 0.53 

 

Glaucoma: 

For glaucoma study participants, none of these methods were effective to stratify study participants into their 

gold standard severity level groups when using the relevant EDCs. The K-means method could divide the 

study participants into two severity groups. However, it could not separate study participants with mild 

glaucoma from those with severe glaucoma. 

 

Table 18: Comparison of Clustering Approaches Applied to Relevant EDCs for Glaucoma Study 

Participants 

 

Method  Mild Moderate  Severe 

K-means Clustering Group 2 1 2 

 Purity 0.45 0.36 0.44 



 

 31 

Spectral  Clustering Group 3 3 3 

Clustering Purity 0.48 0.38 0.39 

Hierarchical Clustering Group 3 3 3 

Clustering Purity 0.44 0.44 0.47 

 

 

Chronic Kidney Disease: 

For chronic kidney disease study participants, K-means and hierarchal clustering methods performed better 

than the spectral clustering method. They were able to divide the study participants into two severity level 

groups. 

 

Table 19: Comparison of Clustering Approaches Applied to Relevant EDCs for Chronic Kidney 

Disease Study Participants 

 

Method  Mild Moderate Severe 

K-means Clustering Group 2 2 1 

 Purity 0.53 0.42 0.37 

Spectral  Clustering Group 2 2 2 

Clustering Purity 0.53 0.44 0.44 

Hierarchical Clustering Group 2 1 2 

Clustering Purity 0.49 0.48 0.39 
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4. DISCUSSION 

4.1 Summary 

This research describes methods and results for understanding patterns of comorbidities in a range of clinical 

conditions. Also, it achieved the objectives to determine which clustering methods applied to comorbidity 

profiles are the most effective at stratifying study participants within a disease category into severity groups. 

 

4.2 Implications 

The existing approaches to identify comorbidity patterns rely on descriptive measures of comorbidity such 

as the prevalence of coexisting conditions or the prevalence of comorbidities based on a particular disease 

or a specific population.5 We aimed to identify and describe the patterns of comorbidities among study 

participant cohorts from different health care settings, which can help to decrease population selection bias. 

Also, we tried to find clustering methods that could be used to stratify participants into severity level groups 

for a condition (mild, moderate, severe) based on their comorbidities. It describes a first step to apply 

clustering methods to aid with identifying severity of a disease. 

 

4.3 Limitation 

The quality of the data is the main issue in this research. EHR data normally has noise and bias. Because of 

this, there are limitations to our use of administrative data from EHRs to group study participants in to mild, 

moderate and severe conditions for those three diseases. The primary purpose of clinical documentation is 

to help with patient treatment and this presents a fundamental issue to the secondary use those data for 

research. Physicians document their diagnoses and procedures under their clinical training and standards. 

They may document quickly and efficiently by giving brief but informative descriptions, which can be a 

challenge for coders who require more detailed information. For example, a physician may list a glomerular 

filtration rate to indicate the stage or severity of chronic kidney disease, however, coders may have hard 
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time to interpret the range without clinical experience. In such case, it may be coded as “chronic kidney 

disease, unspecified”. 32 Our result is highly reliant on the quality of how physicians code the severity of 

conditions explored in this research.  

 

Second, the sample size for diabetic retinopathy study participants within each severity level group was 

small, especially for severe diabetic retinopathy. Therefore, the comorbidity patterns for study participants 

with severe diabetic retinopathy is hard to precisely describe.  

 

Third, the research was limited by the data source used to define severity level. We were confident that the 

selected study participants had the selected conditions but were less confident able the severity level 

classifications. Study participants with one of the three selected conditions were previously identified 

according to eMERGE EHR phenotype definitions. EMERGE researchers used variety of data to define 

phenotypes including structured and unstructured formatted electronic health records, billing codes, 

laboratory results, medication data and so on. 33 In order to group study participants by severity level, 

however, we had access only to ICD-9-CM diagnosis codes. ICD codes are commonly used for 

reimbursement in hospital.34 When estimating disease severity levels for study participants, other data may 

be useful, such as procedure codes. 35  Additional validation through the review of clinical notes by experts 

could also improve our confidence in the severity level groupings.  

 

4.4 Future Expectation 

Genome-wide association studies (GWAS) have been conducted in many research efforts. The GWAS is 

normally conducted based on one phenotype. However, when we care about more complex diseases, we 

cannot ignore the existence of other relevant conditions.36We want to further this research into genome sides: 

For those different comorbidity clustering groups, what are the underlying genome differences? And how 

can we guide study participants into better care? What are the mediation steps you can make based on your 



 

 34 

conclusion? It would be valuable to evaluate this K-means approach to other diseases and see what results 

can be uncovered. 
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5. CONCLUSION 

Findings from this research described comorbidities present for individuals from a range of healthcare 

institutions with diabetic retinopathy, glaucoma, or chronic kidney disease, and assessed the performance of 

three common clustering methods applied to comorbidity profiles to stratify individuals by disease severity. 

In summary, we found no significant differences in the number of comorbidities among different severity 

levels for individuals with diabetic retinopathy (p = 0.8261) or with glaucoma (p = 0.5748). However, there 

was a statistical difference in the number of comorbidities among severity levels for chronic kidney disease 

(p = 0.0008497). Also, we find that for individuals with diabetic retinopathy, K-means and spectral 

clustering methods that used all EDCs could stratify the study participants into three clustering groups that 

corresponded to disease severity. Finally, clustering approaches applied to datasets that included all EDCs 

performed better than those that only included relevant EDCs based on clinical input. 
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