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Abstract

Ultrafast, spectroscopic techniques were utilized to interrogate the properties

and dynamics of excitonic and charge-separated states in aggregates and assemblies

of conjugated polymeric and oligomeric materials relevant to organic electronics. De-

pendencies between photophysical dynamics and local morphology, intermolecular

interactions, and chemical composition were explored. Novel, advanced experimen-

tal set-ups were developed and optimized for transient absorption (TA), femtosecond

stimulated Raman (FSRS), and broadband transient polarization (BPA) spectro-

scopies. FSRS measurements yielded direct structural evidence that coupled charge

transfer transients localize on morphologically well-ordered sites and clarified pho-

tophysical dynamics in poly-thiophene nanoaggregates. Transient absorption and

broadband polarization measurements were used to characterize exciton dynamics in

nonplanar thiophene-methanoannulene polymers and indicate limited intermolecular

interaction with polymer aggregation. Evidence of prolonged charge separation and

long-range energy transfer was identified in assemblies of peptidic charge transfer

dyads and conjugated polyelectrolyte complexes, respectively. A unique experimen-

tal set-up for conducting ultrafast measurements of broadband electronic polarization
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anisotropy (BPA) was developed and used to characterize the directionality and re-

laxation dynamics between excited states of 9,10-bis(phenylethynyl)anthracene and

applied as a spectroscopic tool for examining other conjugated materials.
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Chapter 1

Introduction

1.1 Applications and Relevant Photophysics

Condensed phase organic materials incorporate a diverse array of hydrocarbon-

based molecules in which delocalized π-bonding networks lead to unique and tun-

able photophysical properties and behavior. Conjugated oligomers and corresponding

polymers have been utilized for more applications than can be fully described here

and are prevalent in a host of applications relevant to the materials studied herein;

they often serve as a semiconducting component of organic electronic devices, in-

cluding photovoltaics (OPV)s, light emitting diodes (OLED)s, field-effect transistors

(OFET)s, optical sensors, and other semiconductor devices. These materials offer

advantages in processing and device fabrication, flexibility in material design, and

scalability not always offered by similar inorganic counterparts. Unfortunately, these

systems often struggle to compete in terms of cost effectiveness because of ineffi-

ciencies brought about by sample and molecular heterogeneity and labile structures

which affect the nature of their photo-induced responses. The same degree of flex-

ibility that holds so much promise also hinders our ability to understand how they
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function and how to optimize their performance. By placing these materials into an

aggregated environment (e.g. films), local structure and morphology critically de-

termine the nature of electronic and charge-separated transients and the resulting

heterogeneous dynamics of their physical and chemical actions. An important chal-

lenge that must be addressed is how the measurable properties of transient states

can be directly related to local structure, namely its molecular conformations and

morphology (microstructure of the material).

The focus of this work is to develop and apply spectroscopic techniques to

study the photodynamics of specialized polymeric/oligomeric materials and how they

are affected by intermolecular interactions and material morphology. Measurements

specifically probed electronic and vibrational transitions of photoexcited materials

on ultrafast (i.e. femto- to nanosecond) timescales, utilizing techniques including

electronic transient absorption (TA), femtosecond stimulated Raman (FSRS), and

broadband transient measurements electronic polarization anisotropy (BPA). These

experiments facilitate the spectroscopic assignment of transient states, interrogate

their charge and energy transfer mechanisms, and evaluate how these processes de-

pend on the molecular morphologies of the systems described herein. Specialized

polymeric and oligomeric materials, particularly nanoscopic aggregates or assemblies,

were prepared and interrogated to determine how effectively they function for their

designed photophysical task and to characterize their interactions to glean insights as

to how the desired response, more so than applied devices made with the material,

may be improved upon or made more efficient.
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1.1.1 Light-Induced Charge and Energy Transfer in Condensed Organic

Materials

Condensed organic materials used as semiconductors fall into several classes

depending on what molecular units they are comprised of: namely molecular crys-

tals, amorphous molecular films, and polymer films.1 Example structures of each are

included in Figure 1.1, with those of the latter two chosen from oligomeric/polymeric

materials often incorporated in OPV devices. Molecular crystals consist of organic

units, e.g. planar polyacenes, arranged about an ordered point lattice to form a

repeatable lattice structure held together by van der Waal’s forces rather than elec-

trostatic dipole interactions of their inorganic counterparts.1 While these materials

find applicability in certain fields, primarily OFETs, their weaker intermolecular in-

teractions often limit their thickness and ability to maintain a fixed lattice structure

when external current, photo-excitation, or other stimulus is applied, and thus our

discussion focuses on the latter two classes.1 Amorphous molecular and polymer films

share many commonalities, in which conjugated structures have often been tailored

to adjust energy levels, improve their solubility, or enhance particular aspects of the

applicable chromophore, e.g. higher fluorescence quantum yield and charge sepa-

ration yield for OLEDs and OPVs respectively. Naturally, the properties of these

materials are also impacted by their environment and the microstructures they adopt

because of their structural lability; oligomers are free to migrate within a layer of

material, while polymers often form different types of packing phases (or order) to

accommodate forces applied by surrounding condensed phase materials.
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(a) (b)

(c)

Regioregular P3HT

Figure 1.1: Examples of Condensed Organic Materials: prototypical (a) organic
molecular crystals and components of (b) amorphous molecular films and (c) polymer films
(c) used in OPVs1

These oligomeric and polymeric materials are incorporated into systems to be

inert with respect to their surroundings in the absence of a particular stimulus to

promote their stability; these can include electrical, magnetic, or thermal stimuli but

we will restrict our consideration to photoactive materials. Initial photoexcitation

involves interaction of one of the material components with ultraviolet (UV), visible

(Vis), or near-infrared (NIR) photons in order to excite an electron from the high-

est occupied molecular orbital (HOMO) to the lowest unoccupied molecular orbital

(LUMO) or higher lying orbital in order to deposit energy. This process is akin to

excitation about the bandgap of an inorganic semiconductor except that the organic

excitation occurs as a promotion of an electron between localized molecular orbitals

whereas excitation of the inorganic equivalent is a delocailzed event from the con-

duction to valence bands of the inorganic equivalent. Of these, the latter excitation
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occurs along a much more continuous electronic surface, and so the photoresponse,

while still intrinsically complex, predominantly varies in the presence of defects and

behaves uniformly elsewhere. Thus, inorganic semiconductors tend to exhibit very

little charge carrier scattering, and hence significantly higher mobility than organic

semiconductors.2 As organic semiconductors rely upon discrete molecular interac-

tions, which can lead to reactivity and degradation, the nature of such interactions

becomes increasingly dependent on the local structure and molecular units surround-

ing the excitation site.

Part of the versatility in these materials lies in their ability to shuttle energy

stored as an electronic excitation or isolated charges from photoactivated sites to

regions where the energy can be utilized for useful work. This can occur through either

energy or charge transfer depending on the materials used and presence of applicable

interfaces. Following photo-excitation, energy transfer can occur radiatively through

emission and re-absorption of a photon of light by a nearby chromophore whose

absorption spectrum overlaps the emission spectrum of the initially excited material

(e.g. an inner filter effect). However, it is often the case that the energy transfer

occurs non-radiatively through the quantum-mechanical coupling between a donor

and acceptor molecule and can occur by one of two prominent mechanisms shown

in Figure 1.2, namely Förster (a) or Dexter (b) energy transfer.1 Förster energy

transfer involves an interaction between resonant energy donor and acceptor states

that couple through dipole-dipole interactions and transfer energy spatially. Dexter

energy transfer is more sensitive to the distance separating the donor and acceptor as

it occurs through exchange coupling, a direct swapping of electrons through related
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bonds rather than a transfer of energy through space.1 Thus the former is most often

the case in intermolecular energy transfer, while both play roles in intramolecular

energy transfer along a polymeric backbone. Multiple precisely, but flexibly coupled

processes occur among photosynthetic3 and biological light absorption systems (e.g.

purple bacteria)4 in nature, and are critical for transporting energy to an interface to

separate charge in an OPV device.5,6

(a)

(b)

Figure 1.2: Energy Transfer Mechanisms: Depiction of Förster (a) and Dexter (b)
energy transfer mechanisms1

Charges can also be donated from one organic material to another depending

on their relative electronegativities and the ability for the photoexcitation to reach

sites at which interactions between electron-donating and electron-accepting moieties

can occur. Photoinduced charge transfer occurs when an electron excited to the

LUMO (or higher lying) energy state of an electron donor is transferred to a lower

energy unoccupied orbital on an acceptor molecule without forming a new chemical

bond ((a) of Figure 1.3).5,6 Through electrostatic interactions, the donor and acceptor
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can form a complex or remain in close proximity to one another after electron donation

has produced a hole-electron pair (h+-e−), as shown in (b, 1) of Figure 1.3. While

these charges will often recombine (3), they can persist and eventually separate from

one another (2) by migrating through electron poor and rich layers of material to

reach electrodes and be stored (e.g. OPV devices) or used for useful work (e.g.

photocatalysis). The positions of the HOMO and LUMO are also critical for either

energy or charge transfer to be energetically favorable and occur: specifically, energy

transfer requires that the HOMO-LUMO energy gap of the donor be greater than

that of the acceptor, while charge transfer requires that the LUMO of the acceptor

be lower in energy than the LUMO of the donor.

Excited State
Formation

Energy
Transfer

Charge
Separation

Interfacial
Charge

Collection

Hole and
Electron

Transport

Excited State
Formation

Energy
Transfer

Charge
Recombination

Interfacial
Charge

Injection

Hole and
Electron

Transport

h+h e-

(a)

(b)

(c)

Figure 1.3: Visualizations of Charge Transfer: Depictions of (a) HOMO-LUMO in-
teractions of donor and acceptor5, (b) depiction of charge (1) pair formation, (2) separation,
and (3) recombination6, and (c) processes that occur between photoexcitation, hole pair
formation, and emission/internal conversion5

This disparity between the energetic requirements of these processes allows
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for materials to be chosen with the intent of being selective for one process over

the other. This can be advantageous in discouraging charge separation within a

given domain after excitation but prior to migration to the necessary interface, or

critical in allowing local electric fields to be generated without localizing electronic

transients on the charge accepting moiety (or unit) as considered in Chapter 5.7

Finally, part (c) of Figure 1.3 lists, in order, a number of processes that excited

transient and charge separated states often undergo prior to separation (bottom left

to right) or recombination and eventual emission/internal conversion (top right to

left). As mentioned previously, these processes depend not only on the nature of

the organic materials involved, but also on their morphology and the intermolecular

interactions that occur in a condensed phase environment.

1.1.2 Morphology and Aggregation

Local molecular ordering is instrumental in determining how readily a material

system will undergo a desired photophysical or photochemical process. More ordered

morphologies are characterized by improved molecular packing and often serve as

more planar sites for excitations to lower lying regions of excited state potential en-

ergy surfaces.8 Ordered regions within poly-3-hexylthiophene (P3HT) and fullerene

(PCBM) heterojunction cells have been shown using microscopy and photocurrent

imaging to be more electrically conductive than adjacent disordered regions9. How-

ever, the double-edged sword of ordering is that energy or charge transfer can be

hindered by stabilizing the transients locally, preventing them from migrating beyond
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the ordered domains that now behave as trap sites. This raises important questions

about how we can impact local ordering and determine under which conditions we

can selectively excite and devise overall strategies to improve yields or mobilities of

electronic and charge separated excited states of interest.

Condensed organic materials are often very heterogeneously ordered, and a

rather simple way to influence morphology is to anneal or thermally relax a sample.

Annealing serves as an excellent means to homogenize local microstructures into more

ordered configurations, which often shifts resulting spectroscopic signatures10 and can

improve charge transfer yields11. Selection of solvent in processing films is also critical,

as precipitation from different solvents affects surface roughnesses and deposition

morphologies.12 Even mixtures of regio-random (RRa-) and regioregular (RR-) P3HT,

which tend towards more ordered and disordered microstructures, respectively, can

be mixed with PCBM in a ternary system to improve charge transfer yields over the

use of more ordered RR-P3HT alone with PCBM.13

Different types of intermolecular interactions can occur upon aggregation of

conjugated oligomeric (if long enough) and polymeric materials, with the two most

important for consideration in this work being the formation of H- and J- type aggre-

gates. H-aggregates are characterized by conjugated units stacked with their dipoles

offset from one another in a direction orthogonal to that of the π-conjugated backbone,

leading to hypsochromic shifts in absorptions and a decrease in the 0-0 vibrational

mode. Counter to this, J-aggregates are formed by stacking conjugated units that

have been offset in the direction of backbone propagation, leading to a direct align-

ment of dipoles, and resulting in bathochromic peak shifts and significantly higher
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population of lower lying vibrational modes.14,15 Figure 1.4a shows H- and J-aggregate

types of stacking as indicated by the energy level diagrams, slip stacking structures,

and steady state absorbances/photoluminescence spectra of P3HT in (1)-(3), respec-

tively.1 The energy level diagrams indicate how dipole alignment leads to shifting

of the absorbance bands, while the absorption and photoluminscence examples illus-

trate how different the distribution of Franck-Condon overlaps are shifted towards

higher and lower vibrational levels for H- and J-aggregates, respectively. Figure 1.4b

shows the temperature dependence of the self-stacking seen in RR-P3HT dissolved

in methylated tetrahydrofuran and how the nature of ordering can be impacted by

external factors1.

Aggregating conjugated materials can lead to very different spectral features

and photophysical responses.14,16,17. The morphologies of these condensed phase sys-

tems depends in large part on how the samples are prepared, whether or not they are

annealed, and what specific materials are added to achieve the desired functionality.18

Excitations are also not constrained to one domain, as migration from one region to

another, often towards those that are more ordered and lower in energy, can stabilize

a given transient while serving as a trap or localization to engage in a photophysical

process of interest.17,19,20. One focus of my research is to interrogate nanoaggregates

fabricated from conjugated organic materials that emulate different levels of ordering

within films. In the case of thiophene based oligomers and polymers, several differ-

ent techniques exist for manufacturing nanoscopic aggregates: H-type reprecipitated

nanoparticles formed via kinetic suspensions21 and mixed-solvent stabilized aggre-

gates22, as well as J-type nanofibers23 can all be synthesized for these purposes as
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(1) (2)

(3)

(a)

(1) (2)

(b)

Figure 1.4: H- and J-Aggregate Comparisons (Energy Levels and Spectra):
(a) energy level diagrams (1), molecular structures of stacking (2), and absorption and
photoluminescence (3) of J- (red) vs. H-aggregates (blue)1, and (b) temperature dependent
photoluminescence (1) and absorption (2) of RR-P3HT in solution1 (b)

described in Section 2.1. The primary intent is to characterize processes that occur

within condensed phase organic materials and connect their dynamics with intra- and

intermolecular order. In order to accomplish this several spectroscopic techniques are

utilized as the primary tools for examining how these systems behave in response to

changes in material composition, excitation conditions, and differences in morphology

and external environmental factors.
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1.2 Principles of Ultrafast Spectroscopic Techniques

The interaction of light with materials depends on their electronic characteris-

tics, such that spectroscopy can serve as a valuable and informative probe of material

properties. Combining this with the ability of light to induce a photophysical or pho-

tochemical response upon exposure permits the use of time-resolved spectroscopic

measurements to characterize material photoresponses. Using light as both a driving

force of photoresponses in these molecular systems and a probe for how those re-

sponses manifest as spectroscopic signatures of electronic and vibrational excitation

along the molecule’s potential energy landscape, transfer of energy/charge, or bond-

ing to another molecule. These provide meaningful insights into how the properties

of the system can be altered to achieve a particular photoresponse.

The photoinduced interactions considered by this work can be broken into

three primary categories. Absorption of photons yields temporally dependent al-

terations to a molecule’s electronic absorption spectrum, and these induced differ-

ences are known as transient absorption (TA). This technique can be combined with

an additional laser pulse to inelastically scatter light off the sample to probe vibra-

tional modes of transients using femtosecond stimulated Raman spectroscopy (FSRS).

Lastly, the alignment of electronic dipoles associated with transitions between elec-

tronic states relative to the polarization used for photoexcitation monitor the orienta-

tion of a molecule, localization of a transient state, or extent of energy/charge transfer

using transient electronic polarization anisotropy (TPA); in the novel application of
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this technique considered in subsequent chapters (e.g. Chapter 7), it is labeled as

broadband polarization anisotropy (BPA). Each of these techniques assists in clar-

ifying the photoresponses of the materials presented herein. Conceptual aspects of

these methods are described below, with technical details reserved for Chapter 2.

1.2.1 Electronic Excitation, Transient Absorption

Transient absorption (TA) has long been utilized as a tool for interrogating

organic condensed material systems useful for OPVs24,25, biological systems26, photo-

chemical dynamics27,28, and photoswitch applications29. TA is a technique in which

the evolution of electronic absorption of a material is monitored as a function of

time after photoexcitation. The technique provides critical information about the

electronic absorption profiles of populated transient states as well as signatures that

result from the perturbation of the steady state absorption. Steady state absorption

corresponds to comparison of a broadband white light continuum with and withou the

sample present to determine the absolute electronic absorption profile of that sample.

TA, on the other hand, involves comparing the broadband probe with and with-

out an electronic excitation pulse present to drive photophysical process that modify

light transmission through the sample. Figure 1.5 shows a Jablonski diagram used

to depict the signatures associated with the electronic excitation of a molecule. The

primary spectral modifications analyzed as part of these measurements are transient

absorption signals (a) which involve excitations to higher-lying electronic states (also

labeled TA). A second signature (b), is derived from the loss of part of the steady

13



state absorption spectrum due to the depopulation of molecular ground states follow-

ing excitation, known as a bleaching of the ground state (GSB). Finally, signatures

due to stimulated emission (SE) from the a singlet excited state back to the ground

state are also apparent (c), with TA spectra reflecting some combination of these

three types of signals. Additional features can occur due to higher order processes or

at higher excitation fluences but are omitted from consideration here.

Jablonski diagram depicting processes occurring to make up a transient
absorption signal namely (a) TA, (b) GSB, and (c) SE

Figure 1.5: Jablonski Diagram Illustrated Processes Relevant to TA: Depicts
processes occurring that comprise a prototypical transient absorption signal, namely TA
(a), GSB (b), and SE (c)

An important aspect of the evolution of a TA spectrum with time is how the

central frequency and spectral width of these various transient features can change

with time. These spectral alterations can reflect vibrational relaxation of a partic-

ular transient,30 exciton migration/hoping19, or the transfer of population from one
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state to another7. The measured photodynamics and spectral progressions can be

monitored quantitatively to better understand how they rely on aspects of their exci-

tation and surroundings including fluence25,31 or frequency32 of the excitation pulse

and solvent environment27. Additionally, the kinetics with which various electronic

excited state features decay provide insight into molecular reaction mechanisms and

relaxation pathways. In particular, the features present at a given time following

excitation can be used to determine the identity of a particular species and clarify

over what timescales it will form, decay, or transition to another state.

Often the simplest approach to quantitatively analyze TA spectra is to exam-

ine isolated spectral regions, where an integrated cut of the TA spectrum only samples

the population of a single (or directly coupled) state(s). This permits accurate and

straightforward estimation of system kinetics where feasible. Complications arise,

however, when multiple bands overlap one another spectrally and temporally. An ex-

ample of this is shown in Figure 1.6, which illustrates how multiple features, namely

a TA and GSB band for a transient absorption spectrum of RR-P3HT nanoparti-

cles33 can coincide in the same spectral region, leading to difficulties in discerning

the spectral and kinetic characteristics associated with each feature independently.

While plotting these spectra as a function of frequency and modeling with Gaussian

functions can be valuable, the spectral complexity and vibrational structures of these

features often necessitate using a more intricate modeling method. Mathematical al-

gorithms related to singular value decomposition (SVD) can be used to decouple spec-

tra from one another.7,27,28 Examples include principal component analysis (PCA),

a common method used to extract spectral components, and global analysis (GA),
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which constrains SVD relative to a particular kinetic model. Unique SVD algorithms

for parsing the species found within TA spectral progressions are incorporated into

several analyses presented in this dissertation (Chapters 3 and 5). Other experimen-

tal, rather than technical, challenges arise in analyzing TA results obtained from an

ultrafast set-up (e.g. multi-photon excitation and temporal chirp) but consideration

of these is reserved for Chapter 2.

Transient Absorption (TA)

Measured P3HT TA Signal

Gaussian Fit
Ground State Bleach (GSB)

Figure 1.6: RR-P3HT TA Spectrum with Overlapping TA and GSB Absorp-
tions: visible spectrum decoupled into a TA signature from a charge-pair transient state
and a GSB signal due to depopulation of the ground state and overlaid with a Gaussian fit
function

1.2.2 Vibrational Characterization: Raman Spectroscopy and Femtosec-

ond Stimulated Raman Spectroscopy (FSRS)

Ultrafast vibrational spectroscopies provide excellent complementary results

to electronic excitation spectra derived from TA measurements. Vibrational tech-

niques can be broken down into two types, infrared (IR) and Raman scattering as
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shown in Figure 1.7a. While these two techniques explore similar regimes of energy

separation (vibrational energy gaps), they do so with sensitivity to different modes

and through different experimental methodology. The primary difference between the

two modes lies in the characteristic of each vibration that determines its susceptibil-

ity to inelastically scatter: vibrational modes are sensitive to IR if the corresponding

molecular motion causes a net change in electrostatic dipole as a result, while modes

are Raman active if the motion yields is a net change in polarizability, loosely in-

terpreted as the volume containing electron density. Examples of exclusively IR and

Raman active modes of CO2 are included as Figure 1.7b, but for larger molecules

that are not centrosymmetric (lack an inversion center), the modes are not mutually

exclusive.

The most important aspect of what makes Raman spectroscopy so useful for

conjugated oligomers and polymers is that their Raman cross sections are greatly am-

plified by the large changes in polarizability associated with the electron delocalization

seen for their electronic excited states.34 Ultrafast Raman is also more useful as it

uses visible excitation (and probe, FSRS) wavelengths compared to the mid- to near-

infrared pulses for which IR transitions are named, making ultrafast IR experimental

set-ups less compatible with TA measurements than comparable Raman set-ups. As

indicated in Figure 1.7a, Raman scattering occurs when an incident photon of light

inelastically scatters off of a molecule by depositing or absorbing a quantum or quanta

of energy into or from a particular vibrational mode in what are known as Stokes and

Anti-Stokes scattering, respectively. Thus, Raman scattering features are emitted at

much narrower output wavelengths than TA features, due to the energetic specificity
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of a particular vibrational transition, and occur at wavelengths relative to the inci-

dent wavelength of the Raman excitation source with added or reduced energy of a

particular frequency (˜100’s to 1000’s of cm−1) unique to each vibrational mode.

(a)

Net Dipole
Moment:

Mode of
CO2

Polarizability:

Raman Active:
IR Active:

N/A

✓

X
X
✓

X
✓

(b)

Figure 1.7: Classification of Vibrational Measurements: (a) energy level diagrams
of IR and Raman transitions,35 and (b) CO2 vibrational modes illustrating IR and Raman
susceptibilities36

Raman scattering itself can be either stimulated or spontaneous. Spontaneous

Raman consists of scattering upon exposure to a light source without any additional

enhancement, resulting in weak, non-directional signals. While multiple methods are

available for improving the sensitivity, FSRS incorporates a second pulse, a broadband

probe, to complete a correlation interaction at the scattered wavelength and generate

Raman gain (or depletion) to the wavelengths that correspond to Raman scattering.

In fact, many related quantum mechanical signals are allowed within a FSRS mea-

surement as displayed in part (1) of Figure 1.8a. The most important of these is the

resonant Raman scattering RRS(I) subset of stimulated Raman scattering (SRS), in

which simultaneous interaction of the Raman excitation and broadband probe in this

order, establishs a coherence to produce gain at the vibrational frequencies of interest

after a second interaction with the pump pulse. The other signals contribute to low
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resolution background signatures which are removed from resulting Raman spectra

or other isolatable features which are not considered here for brevity.37 Part (2) of

Figure 1.8a displays the temporal dependence of these pulse and how they impact

propagation of the resulting excited state wavepacket.37

In either spontaneous Raman or FSRS, the application of an initial actinic

excitation pulse analogous to a TA measurement can be used to create an excited state

wavepacket that allows for the vibrational modes of transient states to be explored

as well. This becomes possible by selecting a Raman excitation wavelength that

overlaps with the absorbance of a particular transient state. This specification of the

technique dramatically amplifies Raman features associated with geometric changes

adopted by the molecule were further excitation of that transient state to occur, taking

advantage of what is known as resonance enhancement. Resonance Raman can be

several orders of magnitude more intense than non-resonant Raman signatures, which

is taken advantage of to extract structural information about specific transients as

will be seen in Chapter 3.

In addition to using the Raman probe as a heterodyne gain medium for improv-

ing signal intensities, FSRS is also superior to spontaneous Raman for its ability to

decouple spectral from temporal resolution that a spontaneous measurement would

ordinarily be limited by. Similar to a minimum uncertainty between the position

and velocity of a particle, the uncertainty principle also states that the maximum

simultaneous precision of the spectral and temporal resolution of a transform lim-

ited Gaussian pulse is given by Equation 1.2.2. However in FSRS, the spectral and

temporal resolution of the resulting SRS data are decoupled as shown by part (2)

19



of Figure 1.8a.37 Initially, an excited state wavepacket is is populated by an actinic

pump pulse as would be done in a transient absorption measurement. Then, a coher-

ence is formed between the Raman pump and broadband probe after a fixed delay

relative to original excitation with the time resolution of the result only being lim-

ited by the temporal bandwidth of the probe (˜100 fs). Since the coherence began

at an indeterminate time (black dashed arrows) prior to completion (green wave),

the temporal uncertainty is maintained without sacrificing spectral resolution which

is determined by the linewidth of the Raman excitation pulse involved in this final

step. Thus, this FSRS process permits accurate spectral and temporal interrogation

of transient state vibrational modes.

∆t ∗∆ω ≥
√

2h (1.1)

Experimental set-ups have been well characterized elsewhere38,39 and details

about the equipment used are reserved for Section 2.2. However, Figure 1.8b high-

lights a few other aspects of FSRS measurements that are worth noting. Part (1)

shows the temporal arrangement of pulses used to conduct a FSRS measurement,

colored to correspond to the more straightforward Jablonski diagram shown by part

(2). These spectra highlight how delays between the actinic and probe pulse can be

used to control the prevalence of particular transients while the Raman pump delay

can be adjusted about the probe to establish an optimal coherence, both in terms of

spectral shape and signal intensity. Finally, part (3) of Figure 1.8b shows example
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(1) (2)

(a)

(1)

(2)

(3)

(b)

Figure 1.8: Illustrations and QM Representation of FSRS: (a) quantum mechanical
descriptions of FSRS including its associated Feynman diagrams (1) and the wavepacket
propagation of stimulated Raman scattering that illustrates the decoupling of temporal and
spectral resolution (2),37 and (b) representations of the temporal progression of FSRS pulses
(1), Jablonski diagram that coincides with this temporal progression (2), and an example
of analogous RR-P3HT TA and FSRS spectra (3)37
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measurements of P3HT NPs further detailed in Chapter 3, to exemplify the differ-

ences between transient absorption and Raman features. While pure ground state,

and transient state Raman measurements often produce remarkably different progres-

sions, rigorous comparison can quantify these discrepancies to gain insight into how

the structure of the resonant transient differs from that of the original ground state

molecule.

1.2.3 Electronic Polarization Anisotropy

In order for a particular conjugated material to absorb a photon of light and

access a higher lying electronic state, the transition must be allowed by symmetry and

amenable overlap between the orbitals and structural configuration of both states of

the molecule. The likelihood for a transition to occur is determined by the combina-

tion of these factors and is often reflected quantitative as a Franck-Condon factor or

overlap between the two states. The Franck-Condon overlap represents how strongly

coupled two states are to one another and how prominent the asymmetric inversion

of the poles is within overlapping regions of electron density between the molecu-

lar orbitals of interest, most often occurring in ordinary excitations as a transition

dipole. Relative to the geometric framework of the molecule, these transition dipoles

are inherently directional and correlate to specific orientations of molecular orbitals of

the chromophore or moiety involved in the absorption, emission, or transient feature.

Thus, in order to excite the transition, it is necessary for the incident light to not

only be of the correct wavelength to correspond with the bandgap of the electronic
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excitation, but for the polarization of the incoming excitation pulse to be parallel

to that of the transition dipole within the absorbing molecule as well. While this

does not pose an issue in exciting randomly oriented molecules, it necessitates that

inorganic and organic crystal structures be oriented correctly (rotationally) in order

to maximize the possibility for excitation.

For randomly oriented samples, as is the case with conjugated polymeric and

oligomeric materials, polarization anisotropy arises when molecules whose dipoles are

aligned with the excitation source are predominantly excited relative to those that are

not. Upon creating this directional transient polarization, the response that the tran-

sient population exhibits when probed along orthogonal cardinal polarization axes

relative to the directional, polarized light source will not be equivalent (hence the

term anisotropy). The distribution of excitations immediately following excitation

reflects a cos2 dependence along the axis of the polarization as defined in Equa-

tion 1.2a and Figure 1.9a. This signal anisotropy may disappear by one of several

mechanisms. Specifically, the entire molecule may rotate within a vapor or liquid

medium prior to transient relaxation (e.g. gas phase or isolated molecules dissolved

in solution) or via migration of the excitation through a condensed phase aggregate

material on to dpoles offset by a fixed (aggregated stacks/assemblies) or random

amount (amorphous aggregates) . This results in a directional memory of the orig-

inal excitation that diminishes or is forgotten altogether in time, typically over the

span of pico-microseconds depending on the molecule and relaxation process. Impor-

tantly, excited state relaxation or energy transfer can also occur, yielding diminished

or well defined anisotropic distributions that do not align with the original excitation
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source or initially prepared distribution. After one or more of these mechanisms have

transpired, the polarizations of excited state transients will either relax or revert to

an isotropic distribution as shown in Figure 1.9b.

x

z

y

(a)

x

z

y

(b)

Figure 1.9: Incident Anisotropy and Resulting Relaxation: (a) imposed dipole by
polarized excitation by a light source traveling along the z-axis, with the polarization of its
electric field oriented along the x-axis, and (b) resulting isotropic dipole distribution of an
ensemble of molecules after complete homogeneous rearrangment/randomization

Ordinarily, TA measurements are corrected for anisotropy to extract informa-

tion due solely to population dynamics rather than directional heterogeneity of the

sample. This occurs at the polarization angle (between polarizations of the pump

and probe) where the probe can more preferentially sample under-represented per-

pendicular polarizations relative to parallel ones. For a three dimensional, randomly

oriented sample, this occurs when the signal in orthogonal (perpendicular) directions

to the incident excitation polarization is reflected twice as much as signal from the

parallel polarization to account for there being two orthogonal dimensions in which

polarization can occur. Namely, if a pulse is propagating along the z-axis with po-

larization aligned along the x-axis (Figure 1.9), measurements can be conducted by

a (nearly) parallel incident probe pulse with polarization elements along the x- and

y-axis, but the y-axis component must be doubled to represent both the y- and z-axis
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signals. Additionally, the signals cannot be simply doubled as a result of the cos2 de-

pendence of excitation and thus the polarization of the probe is set to an angle with

proportional intensities such that cos2(x) = 2 cos2(y), which occurs at what’s known

as magic angle (MA), 54.7°. Setting the probe polarization to this orientation relative

to the pump polarization ensures that modifications to signal due to anisotropy are

canceled out, resulting in only the system’s population dynamics being present in the

resultant spectra.

r0(λ) =
3 cos2 θ − 1

5
,−0.2 < r0(λ) < 0.4 (1.2a)

IMA =
I‖ + 2I⊥

3
(1.2b)

r(t, λ) =
I‖ − I⊥
I‖ + 2I⊥

(1.2c)

rTotal(t, λ) =

∑n
i (ri ∗ IMA,i)∑n
i (IMA,i)

(1.2d)

However, given the information available in anisotropies for determining the

kinetics, trajectory, or extent of molecular motion and excited state energy transfer,

one simply needs to obtain multiple probe polarization signals from the same mea-

surement to calculate quantities reflective of the transient state dipoles as a function

of time. Equation 1.2c shows how a polarization anisotropy is calculated, namely by

comparing the difference between parallel and perpendicular responses normalized for

signal intensity (with the magic angle intensity in the denominator).40 If a sample

exhibits a completely isotropic transient signature (I‖ = I⊥), this quantity will be

zero, but any preference towards parallel or perpendicular alignment of the dipole of
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a signature relative to the incident pump polarization will be reflected as a positive or

negative value, respectively. Again, Equation 1.2a describes the initial polarization

anisotropy imposed by an excitation pulse on a sample, depending on the angle of the

resulting dipole and can vary strictly between -0.2 and 0.4 for a three-dimensionally

isotropic ensemble of sample molecules.

Overlapping spectral features can also constructive or destructive contribute

to this time dependent quantity which is why isolating these signatures as a function

of wavelength as well can allow for the anisotropy associated with each feature to

be modeled and decoupled using Equation 1.2d40. With overlapping features, it is

possible for anisotropy values to approach ±∞ if the signals are opposite in sign (i.e.

TA and GSB).40 Given this dependence, great care must be taken to ensure that the

broadband probe is not passed through or off of optics that would rotate or alter the

polarization prior to its selection to ensure that the polarization is not arbitrarily

and erroneously shifted, a concern handled by the experimental set-up described in

Section 2.4.2.41. Additionally, more complicated dependencies on polarization can

occur for higher order processes, such as FSRS, but are omitted here for brevity.42

1.3 Topical Overview

The six chapters that follow consider, first, the experimental methodologies

associated with the materials and ultrafast spectroscopic measurements are presented

in Chapter 2. Important facets of sample preparation, the specific spectroscopic

equipment utilized, and the analysis of the resulting spectra are all considered here.
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Chapter 3 considers the extraction of structural information for transient states

of RR-P3HT nanoparticles, particularly coupled polaron pairs. FSRS is demonstrated

to be a powerful and morphologically selective probe of the structures adopted by

these charge transfer transients. An SVD based algorithm was developed for the

extraction of a pure Raman spectrum representative of individual transients from a

series of power-dependent measurements, and time-dependent markers (both shifting

and intensity depletion) provide kinetic information directly comparable to that seen

by accompanying TA studies. While this is the only explicit FSRS based content

presented as part of this thesis, the technique is nevertheless shown to hold potential

applicability to future research endeavors on related materials.

Chapter 4 considers a second system of conjugated polymers comprised of al-

ternating bithiophene and methanoannulene groups (PTMTs), designed to disrupt the

intermolecular π-orbital overlap between adjacent polymer strands without strongly

diminishing overall intramolecular conjugation. The impact of hexyl substituents

placed in differing positions along the backbone, modifying excitation frequency and

aggregating the materials are analyzed to clarify the nature of discrepancies in their

photophysics and dynamics. Transients seen within polymeric aggregates are shown

to relax much more rapidly than their solution phase counterparts. However, the lack

of other substantial changes to the ultrafast spectra indicates that unique electronic

or charge separated excited states are not formed as a result of intermolecular interac-

tions amongst aggregates. Broadband polarization data is also presented to compare

the mobility and delocalization of these states within different types of polymer en-

vironment and as a function of excitation frequency.
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Chapters 5 and 6 are similarly themed research topics that center around the

interrogation of charge and energy transfer within peptide-based dyad and polyelec-

trolyte complex supramolecular assemblies, respectively. Chapter 5 illustrates evi-

dence of immediate and induced charge separation between a quaterthiophene (4T)

electron donor and naphthalene diimide (NDI) electron acceptor positioned a fixed

distance away along a peptidic backbone. SVD decouples the spectral and kinetic pro-

files of the 4T singlet, which decays on a sub-picosecond timescale, from the charge

transfer state (4T+-NDI−) which shows a much more prolonged lifetime when the

dyads are assembled. Measurements conducted with mixtures of dyad and NDI-less

control molecules highlight the ability for energy transfer between 4T units along ag-

gregated stacks prior to charge separation. Polarization anisotropy on the assembled

system indicates that charges are likely relatively immobile once separated. Poly-

electrolyte co-assemblies of poly([fluorene]-alt-co-[phenylene]) iodide (PFPI) energy

donor and potassium poly-(alkylcarboxythiophene) (PTAK) energy acceptor are the

focus of Chapter 6 in which coordinated excited state energy transfer (EET) is proven

by a similar means to occur from PFPI to PTAK. Modifications to aggregation pat-

terns within the acceptor aggregates are also analyzed as well as what effects changing

the relative loading of donor and acceptor within the assemblies has on their overall

photophysics.

Finally, the technique of BPA is demonstrated through the characterization

of the polarization dynamics of a test molecule, 9,10-bis-phenyl-ethynylanthracene

(BPEA) in Chapter 7. The relative dipole vectors, relaxation kinetics, and photo-

dynamics of excitations to the molecule’s lowest lying and a higher lying excitation
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are compared and illustrate how the technique can be effective at characterizing the

orientation of and transfer between different electronic excited states. Comparisons

are made between free rotation of isolated molecules in solution and polarization de-

cay brought about by energy transfer in aggregated nanocrystals, establishing the

technique as a viable descriptor of both processes.
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Chapter 2

Experimental Methods

Methodology was developed and implemented to conduct experiments on ma-

terials related to systems described in Chapter 1. Several techniques were adapted

from sources for fabricating nanoaggregates or supramolecular assemblies to serve

as microcosms of condensed phase behavior and emulate films made of these same

materials. The sizes, approximate shape, and dispersivity of aggregates were esti-

mated using either dynamic light scattering (DLS) or transmission electron micro-

scope (TEM) imaging where applicable. These materials were characterized using

standard steady state electronic absorption (UV-Vis) from which concentrations could

be altered to obtain a particular optical density to suit the experiment at hand and

broad comparisons could be made between different samples or those with related

solution phase/aggregated preparations. Most experimental proceedings centered

around the collection of more intricate spectroscopic data, particularly of ultrafast

electronic absorption, vibrational coherences, and polarization anisotropy. Sophisti-

cated equipment and data processing algorithms were utilized to parse, collect, and

process the relevant information accordingly.
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2.1 Nanoaggregate Synthesis

Nanoaggregates and supramolecular assemblies were prepared for spectro-

scopic analysis using one of the methods described below. Each description outlines

the given technique, including its utilities and to what materials each was applied.

Samples were prepared in air and stored in sealed containers in the dark to minimize

exposure to air and light. Each sample for which data is presented in this disser-

tation produced consistent signatures for the duration over which experiments were

conducted, indicating little to no degradation due to laser or air exposure or storage

times of varying durations. Descriptions of alternative sample preparation techniques

explored but not utilized in this work are included as Appendix 8.1.1.

2.1.1 Nanoparticles Formed through Injection Reprecipitation

The formation of nanoparticles through reprecipitation is a standard proce-

dure that has been described elsewhere.1 Kinetic suspensions rely on trapping pockets

of solute of a given (low or high) polarity material within a solvent of the opposite

polarity. The goal is to utilize the strength of the surrounding solvent’s bonding net-

work to form a shell around small nanoscopic collections of the material and inhibit

the material from aggregating further and precipitating on a macroscopic scale. As a

result of its strong and intricate hydrogen bonding networks, water serves as an ideal

solvent for hydrophobic materials and is the only solvent for which this technique is

used in this work. Critical to the method is the means by which the non-polar ma-
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terial in introduced into water to form aggregates of an appropriate size (<200 nm)

and sufficient concentration. Nominally, this is accomplished by dissolving the ma-

terial in a solvent of sufficient solubility that is directly miscible with water, i.e.

Tetrahydrofuran (THF). 500 µL aliquots of the concentrated sample in THF were

then rapidly injected into 5-10 mL of vigorously stirred water to induce nanoparti-

cle (NP) formation. The added THF was then driven off of the mixture by blowing

compressed air over the sample; removal of THF promoted long term stability and,

for Raman measurements, reduced contributions by the solvent to the fingerprint re-

gion (<1600 cm−1). An example preparation of poly-3-hexylthiophene (P3HT) NPs

is shown in Figure 2.1.

Figure 2.1: Visualization of Reprecipitation: example reprecipitation of RR-P3HT
NPs from THF into water, forming a purple kinetically trapped suspension

Optimization of the procedure for suspensions of regio-regular (RR-)P3HT

NPs yielded the following considerations. Rapid injections and vigorous stirring were

preferred over slower injections and sonication to inhibit formation of macroscopic

material in place of NPs by permitting the polymer to be enclosed in water before

grouping into larger aggregates or refreshing the solution at the injection site more

effectively, respectively. Select RR-P3HT samples were syringe filtered to remove
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extraneous macroscopic material, though subsequent improvements to the sample

preparation methodology as described above made this step unnecessary. These sy-

ringe filters would become plugged up by the polymer, leading to smaller size distri-

butions and dramatically lower NP concentrations. Injecting into less water improves

the resulting concentration of NPs but the improvement plateaus at approximately

10:1 H2O:THF as lower ratios yield a substantial amount of macroscopic aggregation

instead. The process is not particularly temperature dependent as samples prepared

with and without denaturing RR-P3HT in THF prior to addition were found to yield

particles with similar steady state absorbances. However, denaturing the polymer

prior to reprecipitation may impact the type or extent of intermolecular packing

within particles in ways that UV-Vis measurements may not be sensitive enough to

gauge.

The electron acceptor phenyl-C61-butyric acid methyl ester (PCBM) was also

occasionally incorporated 1:1 by weight as a co-aggregate to improve charge separation

within hetero-domain nanoparticles formed of similar shapes and sizes. TEM reveals

that reprecipitated P3HT and PCBM particles blend together as no smaller, more

spherical PCBM-only NPs are found when reprecipitating the blend. TEM images

also suggest that they form small, indiscernible domains within the same NP rather

than as different (adjacent) NPs or ones with larger and very visible domains of P3HT

and PCBM.

Several sparged, air-free samples of P3HT NPs were prepared but showed

negligible improvement in the quality of their signals or resistance to degradation.

As a result, all subsequent samples were prepared open to ambient air. Samples
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prepared in this way demonstrated resistance to oxidation and degradation by the

laser which did not always correlate with solution phase or film analogues. Generally

P3HT showed no oxidative/laser degradation while PTMT showed slight degradation

over time. These samples exhibit various lifetimes depending on the stability of

the compound and its ability to locate and aggregate with other molecules within

solution. P3HT and PTMT samples are stable for months and poly-3-cyclohexyl-

4-methyl-thiophene (PCMT) samples were only stable from 1-3 days depending on

preparation conditions with a lower shelf life at higher concentrations. In general,

this technique creates relatively disordered H-aggregate suspensions and is preferred

to films or other aggregates where applicable due to their relatively long shelf life,

resistance to laser and air exposure, use of water as a solvent, lack of impedance of

Raman features, and ease of preparation. Other aggregate preparation methods and

considerations are included in Appendix 8.1.1.

2.1.2 pH-Mediated Peptide Assembly

pH-mediated aggregation was utilized to prepare peptidic supramolecular as-

semblies of donor-acceptor dyads and mixed energy transfer systems.2,3 As the organic

chromophores of interest are embedded along peptide backbones, changes in environ-

mental pH can result in the aggregation or denaturing of strands with amino acid

moieties located along adjacent strands. At high pH, Coulombic repulsion between

carboxylate groups minimizes aggregation. As the pH is lowered and the carboxy-

late groups are protonated, the Coulombic repulsion is reduced and the materials
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self-assemble into intermolecular π-stacked networks that emulate beta sheets. Com-

parisons of the sample under acidic and basic conditions provide a reasonable ap-

proximation to assembled and isolated behaviors of this system, respectively. While

the latter is not strictly the case due to some residual interaction between adjacent

peptide chains in basic environments, the deprotonation and resulting negative charg-

ing of carboxylate groups produces very unfavorably interactions at these sites that

prevent nearly all prolonged assembly.

Specifically, (un)assembled dyad suspensions of 0.2 mg/mL dyad/H2O were

prepared by adding several drops of 0.1M NaOH to a stock solution to ensure that

the samples were relatively denatured (with pH>10, as a neutral pH promotes some

aggregation). The samples were then divided in half, with several drops of 0.1M HCl

added to one (such that pH<4) to induce aggregation and an equivalent amount of DI

H2O added to the other to maintain a consistent analyte concentration. These samples

yielded dramatically different steady state electronic absorption spectra, indicative

of successful assembly. The method is applicable to additional peptidic materials

not considered here, and only the samples including oligo-phenylene-vinylene (not

discussed in this dissertation) were found to be photosensitive. Figure 5.2b shows

an example set of aggregates assembled from one of the dyads (DA-2) considered in

Chapter 5.
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2.1.3 Nanoparticle Size Characterization: DLS and TEM

Dynamic light scattering is a technique where the frequency of fluctuations

in a laser’s beam path deflections are autocorrelated and used to estimate the sizes

of aggregates within the aqueous medium of interest. The technique provides rapid

statistical information about the distributions of sizes of these particles suspended

in solution, specifically their hydrodynamic radii (the radius from the center of the

particle over which light is diffracted). The technique encounters limitations by over-

estimating aggregate sizes due to its measurement of excluded volume rather than

physical particle size and becomes less reliable when particle shapes are not spheroidal.

DLS is also not recommended for samples significantly contaminated by macroscopic

material as the fluctuations become too severe and long-lived to be measured accu-

rately. Only a few initially prepared samples were characterized using DLS as TEM

provides a more accurate depiction or their shapes and estimation of their particle

sizes. These measurements were conducted using a ZEN3600 DLS (Malvern Instru-

ments) and were analyzed with Zetasizer v7.04 software.

Transmission electron microscopy utilizes a focused beam of electrons as an

imaging tool with resolution surpassing the diffraction limitations of conventional light

based microscopes. The electron beam is focused to a relative tight spot through a

sample and then re-magnified and imaged onto a sensitive CCD array. The high

energy flux can result in sample degradation but allows examination of particles with

single nanometer resolution. Careful alignment and tuning of the instrument are also

critical in avoiding astigmatism and anomalous spectral patterns to obtain images of
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sufficient quality, but further experimental considerations with regards to the specific

microscope are beyond the scope of this section.

Samples studied here were prepared by adhering aggregated particles onto to

a thin film (≈10 nm) of durable polymer (Formvar) coated in carbon and stretched

across the openings of a copper grid for support. Grids were positively ionized to

promote adhesion. Particles were then adhered to the surface either by inverting a

sample onto a droplet of solution containing the aggregates and allowing particles

to cling to the surface randomly for ten to twenty minutes, or by allowing a droplet

placed on top of the grid to evaporate leaving aggregates behind. The former method

yields significantly lower particle densities but also produces more accurate particle

shapes by not distorting them through exposure to relatively high concentration, pre-

cipitation environments. Certain samples were negatively stained using 0.2% uranyl

acetate to provide contrast between them and the predominantly carbon background

of tghe grids. TEM images were acquired using a Technai 12 electron microscope at

the JHU Integrated Imaging Center (IIC). The images were processed and analyzed

statistically using ImageJ and a homemade LabVIEW visual interface (VI). Individual

reprecipitated nanoparticles were found to be 40-140 nm diameter depending on the

concentrations of solution in THF used for reprecipitation and with varying degrees of

uniformity and circularity depending on the sample considered. Example images that

I collected are shown in Figure 2.2 for reprecipitated particles described above, and

alternative materials prepared according to procedures described in Appendix 8.1.1

not directly considered here.
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(a) (b)

(c) (d)

Figure 2.2: Example TEM Images: (a) RR-P3HT NPs, (b) RRa-P3HT NPs, (c)
RR-P3HT-PCBM core-shell nanoparticles, and (d) J-aggregated RR-P3HT nanofibers

2.1.4 Sample Steady State Characterizations

One of the simplest ways to characterize a sample photochemically is by mea-

suring its electronic absorption. UV-Vis spectra were collected using one of two diode

array spectrometers: a Stellarnet Black C-25 (200-800 nm) or Blue Wave Vis-25 (350-

1100 nm) spectrometer in conjunction with either or both of deuterium or tungsten

lamp light source. Dark background and references were collected relative to a simi-

lar path length cuvette containing a solvent blank where possible and relative to air

otherwise. Fluorescence measurements were conducted using a Perkin-Elmer LS-5 lu-

minescence spectrometer, though none are presented within this thesis. These spectra

provide an indication of the sample’s absorptivity and concentration and allow for

excitation wavelengths to be identified and selected as applicable to each sample.
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2.2 Ultrafast Spectroscopic Techniques

While ultrafast experimentation does not encompass every spectroscopic tool

or method we use, it forms our most substantive and powerful set of techniques

for examining systems of interest. These ultrafast experiments can be broken down

into the four major types of measurements conducted by our research group, namely

transient absorption (TA), femtosecond stimulated Raman (FSRS), pump-re-pump

probe (PRP), and broadband polarization anisotropy (BPA) spectroscopies. TA is

the most broadly applicable and is used to elicit details concerning populations of

electronic excited states as a function of time after photo-excitation. It can also

elucidate wavepacket propagation along excited state surfaces, vibrational relaxation,

and the kinetics of energy and charge transfer. While TA is useful for information

about electronic states and transitions, FSRS is utilized for obtaining vibrational

information on an ultrafast time scale. FSRS involves the systematic scattering or

light at wavelengths offset from a particular frequency based on the amount of energy

deposited into or absorbed from particular vibrational modes. By contrasting signals

due to excited states with those of the ground state, it is possible to obtain structural

information about the material’s transients.

PRP and BPA are more specialized techniques developed and implemented a

couple years to expand the foundation of research in the Bragg Lab. PRP extends

TA by using an additional photo-excitation pump pulse to either re-excite a particu-

lar excited state through resonance with a transient absorption signal or selectively
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deplete (dump) the transient population via resonance with a stimulated emission

band. Though this methodology was not extensively studied as part of this thesis,

it allows for unique and powerful mechanistic conclusions to be drawn in identifying

how the populations of certain transients respond to further photoexcitation of itself

or other transients, as well as over what timescale photo-generated holes in transient

populations can recover. Typically as part of a TA measurement, anisotropic effects

imposed by the use of a polarized excitation source are nullified by filtering the probe

beam with a wire grid polarizer, (WGP) to be representative of ‖ and ⊥ components

of the polarization by setting the probe polarization to 54.7deg (magic angle, MA)

relative to the pump. By contrast, BPA measurements constitute iterative collec-

tion of multiple polarization phases (‖ and ⊥ or ‖ and MA) to extract information

encoded in the directionality and kinetics of the electronic anisotropy. These mea-

surements reflect changes in transition dipole moment following a polarized excitation

that are associated with molecular rotation, structural reconfiguration, or transient

state migration and localization. Broadband electronic anisotropy is a particularly

novel technique as anisotropy measurements have generally been limited to single

wavelength probes with only limited instances of broadband collection.4,5

2.3 Laser System Overview

Ultrafast spectroscopic measurements were conducted using the equipment

and methodology described here. Laser light necessary for these measurements is

generated by fundamental ultrafast laser pulses from a Coherent Ti:sapphire laser
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system consisting of a Mantis-5 oscillator and a Legend Elite-USP-1K-HE regenerative

amplifier. The oscillator generates a modelocked, ≈6 nJ pulse at a repetition rate

of 80 MHz with a FWHM bandwidth spanning from 770-855 nm. This pulse train

is temporally stretched and used to seed the regenerative amplifier before being re-

compressed back to a temporal pulse width of <40 fs. This results in an 800 nm

fundamental pulse with a power of 4.0-4.5 mJ/pulse at a repetition rate of 990Hz.

The output beam is then split into several lines to drive various non-linear optical

processes for generating the excitation, Raman, and probe pulses (described below)

as needed for each type of experiment.

A small fraction of the beam, several hundred nJ, is split off and was focused

into a crystalline material to generate a broadband white light continuum (WLC) to

serve as each experiment’s probe pulse. Sapphire is used for Raman measurements

and those probed at wavelengths above 450 nm and while calcium fluoride (CaF2) is

used to extend the probe range further into the ultraviolet (UV). These pulses are gen-

erated with 100-150 fs temporal resolution based on cross-correlation measurements

conducted with barium borate (BBO) crystals. The pulses are not compressed after

generation, and temporal chirp is accounted for through chirp correction procedures

as described in Section 2.5.1. Pulses are passed through a WGP set to MA relative to

the excitation polarization immediately before the sample to eliminate polarization

anistropy from TA measurements.

BBO crystals are used in a second line to produce photo-excitation (i.e. ac-

tinic) pump pulses at harmonic frequencies of the original 800 nm output. Second

harmonic generation (SHG) is conducted by passing the 800 nm pulse through a
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type I BBO crystal to frequency double the beam to 400 nm with relatively high

fluences (≈100 nJ/pulse). This pulse is either used as is or temporally and spatially

intersected with the original 800 nm pulse in a second, type II BBO crystal to gen-

erate 266 nm third harmonic pulses (<30 µJ/pulse) via sum frequency generation

(SFG).

Alternatively, tunable excitation pulses can be generated by passing approx-

imately 1 mJ of the fundamental into a femtosecond optical parametric amplifier

(OPA). A Coherent OPerA Solo is the specific model used and is capable of gener-

ating actinic pump pulses at wavelengths between 295-2200 nm, using various com-

binations of non-linear optical processes. Cross-correlation measurements establish

the time resolution of these pulses and the harmonic described above to be between

50-70 fs, and thus should not impose a limitation upon time resolution in comparison

to the temporal width of the broadband continuum probe.

Finally, the remaining ≈1 mJ of the fundamental pulse is dedicated to gen-

erating a tunable, temporally stretched excitation pulse for use as the Raman pump

in FSRS measurements. Based on the time-bandwidth product, to obtain spectral

resolution of <10 cm−1, a pulse with a temporal bandwidth of >1.5 ps must be used.

To accomplish this, a second harmonic bandwidth compressor (SHBC) stretches the

input pulse in time. The SHBC counter-chirps equivalently split portions of the input

light which are then recombined in a type I BBO crystal to drive SHG and generate

a spectrally narrowed 400 nm pulse with a power of 300-400 µJ and a pulse duration

of 4-5 ps. The SHBC also splits a small portion of the input to generate a seed WLC

which is routed along with the spectrally resolved 400 nm pulse into a Light Con-
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version picosecond OPA (TOPAS-400WL). Within the OPA, a specific visible-near

infrared (NIR) frequency is amplified in three stages by the stretched 400 nm pulse

using the SHBC’s WLC as a seed, to yield a tunable output pulse of approximately

20-50 µJ at 450-1200 nm.

The relative time delay of each pulse is altered by passing each pump pulses

necessary for a given experiment off individual translation stages relative to the fixed

delay probe. Actinic pump pulses are reflected off corner cubes or mirror pairs placed

atop a Newport ILS250CC translation stage, with a maximum (double pass) travel

of 1675 ps, repeatability of <1 fs, and a maximum error in beam displacement of

0.022 µm/ps of travel at the location of the sample (prior to focusing). The Raman

pump is passed off of a smaller Newport MFA-PPD translation stage with a maximum

delay of 167 ps and significantly improved repeatability in time delay and beam spot

location.

Each pump pulse is attenuated to an acceptable fluence for the given exper-

iment (<30 µJ) and placed through a lens of appropriate focal length, generally

4 < f < 25”, to further control the beam spot size and fluence at the sample. The

probe beam is collimated and focused to a ≈50 µm spot size at the sample, with

the lens of each pump pulse positioned such that their spot sizes are large enough to

completely encompass the probe beam (>100 µm). Each beam is selectively blocked

at particular frequencies and by an optical chopper to execute the transient spectral

acquisition methods described in Section 2.4. The probe beam is then collimated after

the sample and passed through several filters to dampen the intensity of fundamental

light (800 nm) and remove pump scatter or second order artifacts. The probe beam
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is then focused through a slit into a Princeton Acton SP2300 spectrograph and dis-

persed on a Princeton Pixis 100BR CCD array camera. Each probe pulse produced

by the laser is collected individually via a 1 ms acquisition. Fluctuations in probe

light intensity are normalized through shot-to-shot signal comparisons, the mechanics

of which depend on the details of the experiment.

2.4 Advanced Spectral Collection through Four and Eight Phase

Data Acquisition

Several data acquisition modes have been developed to acquire and compute

spectra based on the use of successively more complex phase arrangements to au-

tomate and improve corresponding results. In the simplest form of a differential

spectroscopic experiment, one would measure a continuum of UV-NIR light in the

presence of a sample relative to in its absence to determine the molecule’s ground

state electronic absorption or UV-Vis spectrum. Measuring a transient change in a

sample absorbance in response to photoexcitation involves, instead, the comparison of

a continuous probe beam in the presence of an overlapping pump beam to its absence.

This comparison measures a sample’s transient absorption (TA) or its ground state

Raman (GSR) spectrum for actinic and Raman excitation pulses, respectively. These

spectra can be collected by blocking the pump pulse with a rotating chopper, spinning

at a rate in which every other incident laser pulse is blocked, resulting in an ’on, off,

on, off. . . ’ behavior relative to a constantly present (unblocked) probe. TA spectra
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can then be calculated by taking the ratios of each ”on-off” pair. The identification of

on versus off phases is accomplished through passive monitoring during collection of

the camera and optical choppers outputs which are sampled and processed through a

digital to analog converter (DAQ) board. Accumulations can be used to increase the

number of individual phase pairs averaged or the sum of each phase to be considered

(Section 2.5.1) in order to improve the signal:noise ratio (S/N) of collected results.

However, this simple experimental set-up has limited capability. Pump probe

experiments carry with them spontaneous emission (e.g. fluorescence) and pump

scatter that contribute to artificial signals not strictly resulting from the photoin-

duced modification of the sample’s electronic absorption. For transient Raman, an

additional (actinic) pump pulse must be introduced to permit collection of a sam-

ple’s pump-induced Raman (PIR) spectrum, but TA and GSR spectra must also be

measured in order to correct and extract information from the PIR spectrum. PRP

and BPA measurements are not feasible without the use of multiple ”on/off” phases

for the pump(s) and probe beams. The easiest means to achieve this is to include an

additional optical choppers to block a second beam at different harmonic frequencies,

yielding additional phases.

2.4.1 Fluorescence-Corrected TA (FCTA) and FSRS by Four-Phase Ac-

quisition

Four phase data collection schemes utilize two choppers positioned in front of

two different pulses and blocking them at 1
2

and 1
4

of the repetition rate of the laser.
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This leads to ‘off, on, off, on’ and ‘off, off, on, on’ phase progressions for the two pulses

respectively. Each laser shot now represents a unique combination of pulses to be

measured that is available for more advanced calculations; these are labeled as phases

1-4. The assignments for each phase from each data acquisition mode are spelled out

in Table 2.1. Equation 2.1 below describes how FCTA is calculated and contrasted to

ordinary TA. There is no set requirement for which chopper is placed within the path

of each beam, i.e. the optical choppers are interchangeable. Positioning one chopper

to block the pump, and the other the broadband probe, allows TA data to be collected

and modified by phases with no probe present. Correcting for spectral contributions

due to fluorescence and pump scatter requires twice as many laser shots to obtain

a single TA spectrum, thus decreasing the spectral S/N by a factor of
√

2. Despite

this and the more intricate experimental set-up, the removal of fluorescence/scatter

features, which often obscure sizable portions of transient spectra is well worth the

trade-off. A diagram of the laser table set-up utilized for FCTA measurements is

included as Figure 2.3

FCTA =
4− 2

3− 1
(2.1a)

TA =
4

3
(2.1b)

For pump-induced Raman measurements, placing different repetition rate chop-

pers in front of the actinic and Raman beams allows for the four phases to be collected

as described in Table 2.1. Comparing pairs of phases allows for spectra useful in iso-
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Amplifier
800(nm)

Femtosecond
OPA

White Light Crystal
(Sapphire, CaF2) Sample Spectrograph

Fluorescence Corrected Transient Absorption (FCTA)

Camera

BBO Type I
(400 nm)

Translation
Stage

BBO Type II
(266 nm)

(or)

Translation
Stage

Figure 2.3: Fluorescence Corrected Transient Absorption Experimental Set-up

lating Raman features attributable to specific transients to be determined. Over the

sequence of four laser shots PIR, GSR, and TA (limited to the narrow region about

the Raman scattering) spectra are all obtained as well as an additional spectrum

known as synchronous chop (SC). Removing solvent Raman, GSR, and TA back-

ground signatures from either the SC or PIR spectra, permits isolation of the spectral

characteristics due only to the resonant transient of interest. In instances where the

full spectrum of the transient is obtained, it is labeled as the excited state’s pure

transient Raman (PTR) spectrum. As all of these component spectra are necessary

for PTR extraction and transient mode characterization, four phase collection modes

are necessary for a proper FSRS measurements. Schematically, a PRP measurement

is synonymous with FSRS, by replacing the Raman pump with a re-excitation pump

in each phase, though details of its measurement and implementation are reserved for

Appendix 8.1.2. An experimental layout of the laser table used for FSRS is included

as Figure 2.4.

PIR =
4

3
(2.2a)
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SC =
4

1
(2.2b)

TA =
3

1
(2.2c)

GSR =
2

1
(2.2d)

Amplifier
800(nm)

Femtosecond
OPA

SHBC
Picosecond

OPA
Translation

Stage

Translation
Stage

White Light Crystal
(Sapphire) Sample Spectrograph

4 or 8 Phase Femtosecond Stimulated Raman (FSRS)

Camera

/ 

/ 

-- / 

Figure 2.4: Femtosecond Stimulated Raman Experimental Set-up

Typically, FSRS measurements are not impacted by a lack of fluorescence and

scatter correction as the narrow region of interest and data collection avoids regions of

pump scatter. The complex nature of the broad baseline in a FSRS spectrum, which

incorporates spectrally broad features including fluorescence and poorly resolved vi-

brational modes, necessitates rigorous but often simple correction as described in

Section 2.5.1. However, in cases where information about lower frequency modes is

desired, eliminating scatter and fluorescence requires an identical set of phases in the

absence of the probe to collected. Additionally, as BPA necessitates the simultaneous

consideration of two probe beams with differing polarizations, two separate sets of

FCTA measurements must be collected (one for each polarization) suggesting use of
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eight total phases. Thus, to incorporate FCTA into FSRS (or PRP) methodology

and permit BPA measurements, schemes involving eight phases must be developed.

2.4.2 Eight Phase Measurements: FSRS, PRP, and BPA

As the complexity involved in ascribing additional phases increases, so too

does the variability amongst various applications of the set-up. Eight phase mea-

surements still only require two optical choppers, although one must now be slowed

to an eighth of the laser repetition rate to yield eight distinct optical phases. The

possible chopper repetition rates are now 1
2
, 1

4
, and 1

8
of the laser repetition rate. For

FSRS/PRP measurements, two different schemes are possible and commonly used:

the first involves passing one of the three beams (amongst the two pumps and single

probe) involved in the experiment through a single phase of the 1
8

chopper while the

other two are passed through adjacent phases of a 1
4

chopper, while the second in-

volves passing two beams through individual phases of the 1
8

chopper that are spaced

exactly two or six phases apart and the other through a 1
2

or 1
4

chopper (though the

latter can create issues). Primarily, this allows two pump pulses and the probe to

be iteratively blocked at rates that will produce eight distinct phases, enabling the

application of fluorescence correction to FSRS or PRP measurements as described in

the previous section. Equation 2.3 describes the calculations for each spectrum in

this mode.

PIR =
8− 6

4− 2
(2.3a)
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SC,
PRP

P
=

8− 6

3− 1
(2.3b)

TA,
PP

P
=

4− 2

3− 1
(2.3c)

GSR,
RP

P
=

7− 5

3− 1
(2.3d)

BPA can be set-up by using the latter methodology where the 1
8

chopper to

blocks the excitation pulse and the broadband continuum, (two or six phases apart)

while using the second, 1
2

chopper to select between split polarizations of the white

light probe. Namely, the use of the BPA experimental set-up diagram, reflective neu-

tral density filter, and wire grid polarizer(s) after the sample (as shown in Figure 2.5)

can split the probe light after the sample into near identical spots with information en-

coded along different polarizations set by each WGP. The two beams are routed along

nearly collinear trajectories that will eventually enter the spectrograph/detection set-

up but are separated enough to alternately block them using a 1
2

chopper such that

only one reaches the camera on each laser shot. Sequential shots of slower moving

phases will encode information due to two different anisotropic states, from amongst

parallel, perpendicular, and magic angle relative to the polarization of the excitation

source. In this way, polarization anisotropies can be collected at each time delay

without having to average and collect a large number of spectra at one polarization

before switching to another, by which point the sample, laser, or overlap conditions

may have changed (leading to spectral discrepancies not due to anisotropy). The

identities math associated with determining each quantity as part of a typical BPA
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measurement are included as Equation 2.4.

Amplifier
800(nm)

Femtosecond
OPA

White Light Crystal
(Sapphire, CaF2) Sample Spectrograph

8 Phase Broadband Polarization Anisotropy (BPA)

Camera

BBO Type I
(400 nm)

Translation
Stage

BBO Type II
(266 nm)

(or)

ND

Translation
Stage

WG

WG

(optional)

Figure 2.5: Broadband Polarization Anisotropy Experimental Set-up

TA⊥ =
7− 3

5− 1
(2.4a)

TA‖ =
8− 6

4− 2
(2.4b)

TAMA =
TA‖ + 2TA⊥

3
(2.4c)

TA∗
‖ = 3TAMA − 2TA⊥ (2.4d)

TA∗
⊥ =

3

2
TAMA − 1

2
TA‖ (2.4e)

rt,λ =
TA‖ − TA⊥

TA‖ + 2TA⊥
(2.4f)

As mentioned in Section 2.2, phases for each mode are monitored passively

by digital input/output (I/O) channels that the DAQ uses to sample output pulses

from the camera and optical choppers. These phases are read and used to parse

which spectra among the progression of camera read-out pulses correspond to each
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numerical phase. These phases are then identified by features that are anticipated

for each, as shown in Table 2.1 and assigned empirically by the user. For example,

in a four phase FCTA measurement of a fluorescent sample, the four phases can be

identified based on which show the white light spectrum, fluorescence spectrum, both,

or neither. Table 2.1 shows the anticipated pulses occurring within each phase of a

particular measurement in which the designations B, P, R, WL, ‖, and ⊥ correspond

to background, pump, Raman pump (or re-pump), white light, parallel, and perpen-

dicular, respectively. MA corresponds to magic angle, and r(t, λ) is the electronic

polarization anisotropy.

Phase # FCTA (4) FSRS or PRP (4) FSRS or PRP (8) BPA (8)
1 B WL B ⊥ B
2 P R + WL P ‖ B
3 WL P + WL WL ⊥ P
4 P + WL P + R + WL P + WL ‖ P
5 R ⊥ WL
6 P + R ‖ WL
7 R + WL ⊥ P + WL
8 P + R + WL ‖ P + WL

Table 2.1: Chopper Phase Assignment Table

2.5 Data Processing and Analysis Techniques

Based on these phase assignments, the quantities of each spectroscopic exper-

iment were calculated from Equations 2.1, 2.2, 2.3, and 2.4, corresponding to four

phase FCTA, four phase FSRS/PRP, eight phase FSRS/PRP, and eight phase BPA,

respectively. All data collection and processing was accomplished using LabVIEW

virtual interfaces (VIs) enhanced or created over the course of my dissertation. These
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quantities, specifically, are calculated automatically by the LabVIEW data acquisi-

tion VI for each accumulation and averaged over the course of several accumulations

before moving on to the next delay.

Originally, the data collection VI involved measuring and recording each itera-

tion of each phase, determining the corresponding ratios from individual pairs/sets of

spectra, and then average the subsequent ratios within each accumulation. While the

process of ratioing, then averaging the resulting (RTA) spectra, as shown in Equa-

tion 2.5a below, is the mathematically rigorous approach, it often tends toward ±∞

with erroneous baselines in regions of low white light intensity. Thus the program was

reconfigured to average corresponding phases and then calculate the necessary ratios

(ATR) as shown in Equation 2.5b below. While this introduces a slight systematic

error, in that the sum of a series of products is not strictly equivalent to a product of

the sums of the component numerators and demoninators; however, the error for an

average 0.01 optical density (OD) signal was found to be far less than the resolution

set by the S/N of the experiment (approximately 0.02 mOD). Extending the usable

range of our broadband probes should outweigh the error introduced by not calculat-

ing the formally correct quantities, an error minimized by the small magnitude of the

typical signal measured (in an absolute sense). Subsequent data and data analysis

within this thesis were determined via the ATR method, unless indicated otherwise.

RTA FCTA =
n∑
i=1

(4−2
3−1)i

n
(2.5a)

ATR FCTA =

∑n
i=1 4i −

∑n
i=1 2i∑n

i=1 3i −
∑n

i=1 1i
(2.5b)
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2.5.1 Spectral Processing and Fitting Algorithms

Each computed spectrum acquired from the ultrafast experimental set-up is

saved as a tab-delimited text files and read into stand-alone LabVIEW VIs for data

processing. The first step involved smoothing the spectra using a variable Savitsky-

Golay filter and subsequently truncating the data to the region of usable white light

by inspection. A Savitsky-Golay filter is a built in smoothing function that considers

continuous polynomial fits of a particular order and through a number of side points

about a given data point (both of which are variable) and is applied to minimize

high frequency noise within the data. Smoothing is applied to the extent to which

it does not modulate either the height or position of involved signatures, limiting

Raman spectra with sharper modes to very low levels of smoothing. Typical orders

and numbers of side points for PIR and TA data are 10-4 and 20-4, respectively. From

here, the data processing procedures deviate depending on the type of spectra and

what information is to be extracted from it.

For TA, PRP, and BPA measurements, the next step is to ”chirp-correct” the

spectra. As the broadband probe continuum spans a wide range of wavelengths with

variable refractive indecies through optical materials and solvent, it will exhibit a

reasonable amount of temporal (and to a lesser extent spatial) chirp, which causes

shorter (bluer) wavelengths to lag relative to longer (redder) wavelengths. This results

in kinetics at bluer wavelengths occurring at later time delays than red wavelengths,

the extent of which depends on the details of the experimental set-up, e.g. how

much glass the probe passed through, the sample thickness, and etc., and can be
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anywhere between a few hundred fs and a ps. To account for this, the data must

be shifted in time such that the onset of transient signals at each wavelength are

initiated and proceed from an identical start time. Depending on the analysis the

time of initial signal induction, i.e. time zero (t0), is set to either the half-rise time

or the extrapolation of the peak intensity through the half-rise back to a linearly

estimated ”starting point” for overlap of the most intense, resolvable transient signal.

By default, the former is considered the formal time zero.

Briefly, chirp correction was accomplished by identifying the delay at which the

half-rise of the signal occurs at each wavelength and fitting these delays with a function

based upon a zeroth order approximation of the behavior of the chirp. Temporal

chirp arises mostly due to low (second) order group velocity dispersion (GVD) of the

probe beam passing through substrates and solvent and is given by Equation 2.5.1.

Applying this fit provided a temporal correction that, when subtracted from the set of

collected time delays, would individually and continuously offset each wavelength by a

different amount in time. Finally, the shifted data was extrapolated back to a common

set of time delays for ease of analysis and plotting, particularly as waterfall plots,

two-dimensional plot with spectra collected/measured at different delays overlaid on

one another as shown in Figure 3.2. When insufficient chirp signal was available

to cover the entire range or excited state dynamics are too convoluted to provide a

thorough correction of the initial dynamics, often from signals with delayed induction

times, a ”chirp file” comprised of a solvent (e.g. H2O or THF) was collected under

identical experimental conditions and used to map out the time dependence of the

chirp. As BPA measurements encode different temporal responses (not strictly due to
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population kinetics), the chirp correction file of the parallel or magic angle spectrum

was applied to both that and the perpendicular spectrum in order to ensure that the

two remain identical temporally.

∆t(λ) ∝ a

λ

2

+
b

λ

4

+ ... (2.6)

Chirp-correction was not applied to FSRS spectra that cover a significantly

smaller spectral window, limiting the extent of temporal chirp across the entire probe

window (let alone individual vibrational modes) to less than the time resolution of the

experimental set-up (<50 fs). The analysis of Raman spectra (PIR and GSR spectra)

is handled as follows after the limited amount of smoothing is applied. Along with

the data of interest, a discrete solvent sample was always measured immediately

preceding or following a given FSRS measurement with all other conditions kept

identical to provide a means to spectrally calibrate the frequencies of observed Raman

modes. Typically, chlorobenzene (ArCl) was used for the sharpness and wide range of

vibrational modes it contains, though other non-resonant solvents could also serve this

purpose. These spectra were compared with known spectra for the molecule and used

to calibrate the excitation frequency of the Raman pump, which may deviate from

the setting of the ps-OPA. This internal standard provides an accurate measure of

the relative frequencie shifts (cm−1) that measured features relative to the calibrated

pump frequency. From here, features seen within the broad backgrounds of the PIR

and GSR spectra, due to Raman and actinic pump induced TA and low resolution
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FSRS modes, are fit to a polynomial or spline model and are removed to isolate only

the sharp persistent features due to resonant Raman scattering. This process varies

dramatically by sample and can also involve substraction of the solvent spectrum

to correct for and eliminate these features from the resulting spectra. This is not

necessary for aqueous samples as the Raman bands of H2O are broad and of minimal

intensity.

Resulting TA, BPA, and markers from time dependent FSRS spectra were

then further analyzed by applying non-linear least squares fitting models to kinetic

traces derived from integrated cuts of certain spectral regions, customized techniques

based on singular value decomposition (SVD), or Gaussian peak modeling to spectra

converted to component frequencies. Details associated with each specific technique

are included accordingly in each chapter. Generally, kinetic fits involve applying a

customized function comprised of a discrete number of exponential decays, rises, con-

stant offset, and (occasionally) a stretched exponential function to relative intensities

plotted as a function of time. Instrument response is modeled by multiplying an er-

ror function (commonly referred to as an erf) by this customized function and fitting

its width and offset and model parameters simultaneously. An error function is the

integration of a Gaussian, the anticipated intensity profile of our excitation source,

and provides a good approximation to the onset transient signals in response to pho-

toexcitation. While it is not equivalent to a direct convolution of the instrument

response with the exponential decay model, the difference is quantitatively negligible

for timescales >1 ps and only systematically/predictably less accurate for timescales

below this threshold. Convolutions were often plausible but not applied to kinetic fit
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models to reduce convergence times for more complicated models.

2.5.2 Error Propagation and Uncertainty Predictions

The data collection VI outputs errors associated with each set of spectra as

a function of wavelength, by calculating the standard deviation associated with each

raw spectrum or calculated ratio. Optionally, these can be used to predict uncertain-

ties in individual results as necessary. Inaccuracies in Raman frequencies and absolute

polarization anisotropies largely stem from these along with sample collection noise.

Presented errors, however, were often associated with parameters determined by the

non-linear least squares fitting of kinetic decay traces from integrated regions of a

particular spectra, in which the uncertainty resulting from the fit dramatically out-

weighed that of the individual data points. In that case, each model was constrained

and re-optimized by setting the parameter of interest to fixed values offset from the

converged solution. A mapping of the X2 of these fits as a function of the consid-

ered lifetime or pre-exponential generates an anharmonic well representative of how

preisely converged the parameter is. F-distribution thresholds were determined for

how many degrees of freedom/parameters are available to and used by the model.

Locating the parameter values over which the X2 wells cross these critical values

allowed for confidence intervals of those parameters to be extracted.6 This is more

accurate than relying on the linear least squares error predictions provided by many

standard software packages and is mathematically rigorous in determining whether

or not a particular model is necessary for fitting the system of interest.
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Chapter 3

Time-Resolved Raman Spectroscopy of
Polaron Pair Formation in
Poly(3-hexylthiophene) Aggregates

3.1 Abstract

The ultrafast formation of bound charge pairs, or polaron pairs (PPs), in

mixed-order poly-3-hexylthiophene (P3HT) aggregates was investigated using fem-

tosecond stimulated Raman spectroscopy (FSRS). Spectral dynamics in the carbon-

carbon stretching region reveal a significant photoinduced depletion in steady state

features associated with lamellar stacked, ordered polymer regions upon visible pho-

toexcitation. This precedes the appearance of red-shifted vibrational features at-

tributable to PPs by a few hundred femtoseconds, which subsequently decay with

concomitant recovery of the steady state Raman depletion over a few picoseconds.

The pure transient vibrational spectrum of PP exhibits a modest red shift (15 cm−1)

and lower Raman activity relative to steady-state features in the C=C stretching

region but is notably similar about other modes. In total, this project demonstrates

the potential of time-resolved Raman as a morphologically selective and structurally
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sensitive probe for tracking ultrafast charge separation and recombination dynamics

within polymer regions of conjugated materials. Comparable and opposing results in

structural markers of isolated polaron transients for aggregates of different types of

order indicated the applicability of the methodology to other transient states.

3.2 Introduction

Organic photovoltaics (OPVs) assembled from conjugated polymers continue

to present an alluring alternative technology for solar-energy capture because of the

promising processing advantages they offer relative to other photovoltaic materials.1–3

However, a significant shortcoming of these materials stems from variations in in-

termolecular ordering (or morphology) that pervade organic films and aggregates.

Variations in intermolecular order result in domains characterized by different types

and distributions of trapping, recombination, and annihilation sites for photoinduced

excitations (excitons) and charged transient species, thus affecting charge transport

and OPV device properties nonuniformly.4–6 A challenge with OPVs is to identify

how domains characterized with different types or degrees of intermolecular order

affect specific steps within each relaxation mechanism following photoexcitation and,

likewise, the nature of pertinent transient species. Once these dependencies are iden-

tified, it may be feasible to eliminate, minimize, or balance the impact of interactions

that are detrimental to specific energy- or charge-transfer pathways through judicious

choice of material preparation conditions or constituents.7–11

Numerous insights can be gleaned about how morphology impacts the kinetics
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of excited states and charges through transient electronic behaviors.12–15 Under low

light fluences, similar to those of ambient sunlight, excitation of poly-3-hexylthiophene

(P3HT)’s broad visible absorption band promotes the polymer to its lowest-lying

singlet state, a bound charge-pair exciton.12,16,17 Polymer excitons relax by migrat-

ing along or between polymer chains toward lower-energy sites where they become

trapped and localized on a sub-picosecond time scale.16–19 The spatial extent and

reactivity of excitonic states are highly dependent on the intra- and intermolecular

order of the polymer, as well as the prevalence and nature of nearby charge accep-

tors.20 Photoexcitation of neat aggregated regio-regular (RR)-P3HT may also lead

to the formation of isolated charge separated transients, namely polarons and lo-

cally coupled charge pairs (PPs), and each of these transient species has distinctive

spectroscopic features and kinetics.12,21–24

Polaron and PP yields are generally small at low excitation fluences, though

the initial population of PPs varies superlinearly with photoexcitation intensity. This

occurs because at higher fluences, as the density of singlet excitons prepared increases,

the ultrafast annihilation of two such states yields an exciton with much higher ex-

citation energy.12 The excess energy and more pronounced charge-transfer character

of the resultant exciton facilitate its relaxation into charge-separated states, specifi-

cally PPs.25 Although the presence and role of PPs in an OPV device under ordinary

operating conditions (i.e., low light fluences) are negligible, PPs nevertheless serve as

a valuable subject for interrogating singlet-singlet interactions and migration length

scales, as well as how morphology influences charge-pair formation and recombination

in conjugated polymer materials.12,23,26
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Spectroscopically, the PP exhibits an absorption band peaking near 650 nm,

which overlaps with both the polymer’s ground-state bleach (GSB) and stimulated

emission (SE), the two of which range from 400 to 700 nm. The isolated polaron

absorption peaks in the near-infrared (NIR) at 1000 nm, and the singlet exciton ab-

sorption band occurs further into the NIR, peaking near 1200 nm.12,23 The population

kinetics of PPs within films have been characterized from the dynamics of this fea-

ture, which exhibits a combination of ultrafast exponential and stretched-exponential

decays; this behavior reflects a variation in charge recombination time scales given the

distribution of nascent PP energies and the heterogeneity of polymer films. The rel-

ative prominence of subpicosecond to longer time scale decays depends on excitation

fluence, with higher fluences favoring more rapid decay.12,14,21,22 PPs that recombine

cannot regenerate the lowest-lying singlet excited state, as was originally supposed;

instead, this species invariably reverts to the ground state of the polymer upon re-

combination.27

Previous works have suggested a correlation between the prevalence of mor-

phologically well-ordered regions within the polymer film and the formation of the

PP and isolated polaron species.23 The polarization anisotropy of PPs formed by SE

annihilation is quite large immediately after formation with r0(t) = 0.35 in region-

random (RRa)-P3HT. This suggests that the direction of the transition moment is

essentially conserved through annihilation and the most rapid encounters of exciton

pairs occur in ordered polymer regions.12 Additionally, tuning to lower excitation

energies has been shown to dramatically increase the efficiency of generating charge-

transfer states in aggregated P3HT films, a further sign that selective excitation of
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more ordered polymer domains likely has a significant role in their formation.22 A

relationship between morphology and the formation of PPs and stability has also

been suggested by recent work with highly controlled J- and H-aggregated polymer

nanofibers.23 Despite these promising correlations, electronic spectroscopy has limited

photoselectivity for probing intermolecular order and is not able to directly interro-

gate the structural characteristics of PP states and the nature of polymer regions in

which they are formed.

On the other hand, photoselective vibrational probes hold promise for direct

spectroscopic characterization of the local molecular ordering that underlies the prop-

erties and dynamics of transient states generated after photoexcitation.28,29 Specifi-

cally, Raman spectroscopy is sensitive to variations in intermolecular order and charge

separation and serves as a direct tool for evaluating the properties of transient states

and the morphological characteristics of material regions in which they are formed.

Raman spectroscopy is a natural probe for interrogating conjugated polymers

and their transient states and has been used extensively to characterize both amor-

phous and aggregated polymers and polymer-based materials.30–33 Conjugated poly-

mers generally have strong Raman activity along in-phase, intra-ring C=C and C-C

stretching modes owing to large structural displacements between the ground and

excited/charged states.34 Raman spectroscopy has been demonstrated to be a sensi-

tive probe of intermolecular order, particularly in conjugated materials, with a few

groups reporting morphological dependencies in the steady-state Raman spectra of

P3HT films.31,33 Significant differences have been observed in the Raman spectra

of P3HT films characterized by different degrees of polymer regioregularity, anneal-
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ing, and doping with electron acceptors, e.g. phenyl-C61-butyric acid methyl es-

ter (PCBM); lower C=C stretching frequencies are consistently observed with films

prepared under conditions that promote assembly of ordered polymer domains, e.g.

through lamellar stacking.31,33,35–38 A general explanation for these variations is that

higher intramolecular conformational order is obtained in accordance with higher in-

termolecular ordering, resulting in an overall greater delocalization within constituent

polymers and corresponding softening of the C=C stretch potential.33,39 The sensitiv-

ity of this mode to discrepencies in intermolecular order and excited-state or charge

(de)localization implies that time-resolved Raman spectroscopy should provide a valu-

able probe of the nature of photoinduced transient states in polymer materials.

This chapter specifically makes use of femtosecond stimulated Raman spec-

troscopy (FSRS) to characterize the vibrational signatures of transient species in

aggregated polymer materials. FSRS has been described extensively elsewhere,40,41

and has been previously applied by our group to interrogate conformational dynamics

of photoexcited amorphous polymers in solution.42,43 FSRS holds a number of advan-

tages relative to spontaneous Raman spectroscopy described in Section 1.2.2. These

include an effective decoupling of time and frequency resolution41 and the ability to

utilize resonance enhancement in order to photoselectively interrogate the transient

PP state. Herein is presented a study of the spectroscopy and formation dynamics of

coupled charge pairs or PPs, generated upon photoexcitation of aggregated RR-P3HT

using time-resolved Raman spectroscopy.
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3.3 Experimental Methods

RR-P3HT was obtained from Rieke Metals (#4002-E and #RMI-001E) and

used as received. Nanoparticles (NPs) were prepared via the reprecipitation method

(from Section 2.1 by rapidly injecting two aliquots of 500 µL of 0.1 wt% P3HT in

THF into 10 mL of vigorously stirred water. All samples remained stable and un-

changed for the duration over which measurements were conducted. The size, shape,

and uniformity of NPs were assessed using both transmission electron microscopy

(TEM) and dynamic light scattering (DLS). Samples for TEM analysis were adhered

to formvar-carbon grids and subsequently reversed stained using 0.2% uranyl acetate

to provide better contrast between the NPs and the primarily carbon background.

TEM images were acquired using a Technai-12 electron microscope.

Transient absorption (TA), and pump-induced Raman (PIR) FSRS measure-

ments were conducted as detailed in Section 2.2 and 2.4. 500 nm was selected as

the actinic excitation wavelength, while 643 nm was selected as the Raman excita-

tion wavelength to overlap with the anticipated peak of the polaron pair absorptive

feature. In power dependent measurements, the intensity of the actinic pump was

measured through examination of the simultaneously collected transient absorption

profile, to serve as an internal standard (rather than relying on measurement of pump

scatter). Each time delay and intensity dependent pump-induced Raman (PIR) spec-

trum was scaled relative to the peak intensity of the simultaneously collected, ground

state Raman (GSR) spectrum to account for fluctuations in the Raman excitation
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pulse intensity across multiple scans.

3.4 Results and Discussion

3.4.1 Steady State, GSR, and TA Considerations

Figure 3.1 displays steady state measurements taken of reprecipitated RR-

P3HT NPs studied throughout this work. Figure 3.1a displays the cumulative size

distribution determined for the primary sample examined and includes an example

TEM image as an inset. Sampling over several TEM images revealed a distribution

of particles 59 +/− 22 nm in size. Particle sizes obtained are comparable to what has

been reported in the literature for similar sample preparation conditions.9,44 Steady-

state spectroscopy of NP samples reveals their photophysical similarity to drop-cast

polymer films. A comparison of the UV-vis spectrum of a typical RR-P3HT NP

sample with that of the same amorphous polymer isolated in solution is presented in

Figure 3.1b and highlights the resemblance of the electronic absorption of NPs to that

of polymer films.45 In both cases, the absorption band is significantly red-shifted and

exhibits vibrational structure not found in the spectrum of the isolated polymer.33

These features of the steady-state spectrum have been explained previously and reflect

the predominant formation of regions of polymer H-aggregates via both methods.45–47

Figure 3.1c displays the steady-state preresonant GSR spectrum of the NP sample

collected as part of a FSRS measurement using 643 nm Raman excitation. Bands are

observed at similar frequencies as have been observed previously in the steady-state
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Raman of polymer films.5,33 Assignments for all features are made by comparison

to theoretical calculations and previous findings48. The modes showing the most

significant Raman activity and sensitivity to charge separation and morphology are

highlighted in the high frequency region of the spectrum. These features, of greatest

relevance to this study, are the intra-ring C-C stretching mode at 1360 cm−1 and C=C

totally symmetric stretching or “ring-breathing” mode at 1440 cm−1. Importantly,

these features appear at frequencies characteristic of ordered (lamellar-stacked) poly-

mer aggregates and also exhibit a similar peak intensity ratio (IC−C/IC=C = 0.34) as

that observed via preresonant Raman excitation of ordered polymer regions (shown

to be ˜0.30).33 Hence, we conclude that the 643 nm Raman excitation wavelength

likewise is preresonant with ordered polymer regions within the NPs.

NPs are also notably similar to polymer films in their transient spectral dy-

namics (TA signatures) upon electronic excitation.23,24 Figure 3.2 plots the transient

spectral dynamics as probed in the visible after photoexcitation at 500 nm with a

”high” excitation fluence of 0.17 mJ/cm2. The negative signal below 600 nm corre-

sponds with bleaching of the polymer’s steady-state absorption spectrum (GSB) and

reflects signatures of the vibronic progression of ordered aggregates. The positive sig-

nal above 600 nm corresponds to absorption of photoinduced transients, which consist

of overlapping contributions predominantly from the PP, but also from the polaron

and single exciton that exhibit absorption peaks further into the NIR. The spectral

dynamics observed in the (primarily) PP signal at this fluence is similar to what has

been observed when exciting polymer films at similarly high fluences, namely that

the PP band decays predominantly on a timescale of a few ps.12,21,22,27 Addition-
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(a) (b)

(c)

Figure 3.1: Steady State RR-P3HT NP Characterizations: (a) RR-P3HT repre-
cipitated nanoparticle size (particle diameter) histogram with an inset of a representative
TEM image used in sampling sizes and colored for effect, (b) steady state UV-Vis com-
parison of RR-P3HT dissolved in solution to reprecipitated NPs scaled relative to the size
of each visible absorbance feature, and (c) GSR spectrum for RR-P3HT NPs with labels
indicating the identity of each band confirmed by comparison to ab initio calculations and
previous findings.48

ally, ultrafast spectral dynamics are captured in the first few hundred fs following

excitation, which show a rapid increase in TA signal at long wavelengths (>650 nm)

and concomitant decrease in their GSB intensity. This behavior is a signature of the

exciton annihilation process that creates some portion of the PPs. As two excita-
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tions meet within the aggregate, they interact energetically to form a single, high

energy, exciton that subsequently charge separates; this reduction in the number of

excitations induces a fast bleach recovery in addition to the disappearance of exciton

absorption at longer wavelengths as charge-separated pairs are formed. Recently, it

has also been suggested that transient decay near 700 nm may be associated with an

unstable, short-lived PP species.23 On longer time scales (10s-100s of ps), the tran-

sient signature of the PPs decays, as the GSB recovers; this process is accompanied

by a red shift in the wavelength at which the spectrum crosses zero ∆OD (605 to

640 nm) and reflects a small fraction of longer-lived charge separated polarons re-

maining once the PPs have relaxed and recombined. The fluence dependence of PP

kinetics in photoexcited NPs are similar to those previously observed in films.14,21,27

Δt (ps)

Figure 3.2: RR-P3HT NP Transient Absorption Spectra

Time-resolved Raman spectroscopy presents a new perspective on PP forma-

tion by serving as a selective and nuclear probe of the bleaching of polymer domains
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associated with PP formation. Figure 3.3 displays a contour plot of the NP PIR spec-

trum in the region of the highlighted C-C and C=C stretching modes as a function of

time after 500 nm photoexcitation, using the same 643 nm Raman excitation wave-

length to resonantly and photoselectively interrogate the vibrational spectroscopy

of the PP transients. Spectral dynamics reflect a marked decrease in the totally

symmetric C=C and C-C stretch intensities immediately following the actinic pho-

toexcitation at 500 nm (1 to 2 in Figure 3.3), which is depleted by ≈40%. This

decrease is comparable to the magnitude in GSB observed from TA measurements,

and is sensible given that high fluence laser pulses are used to produce the high exci-

ton density necessary for efficiently forming PP transients. Both the C=C and C-C

stretches exhibit a noticeable spectral red shift that lags depletion of ground-state

features (2 to 3). These shifts rebound and recover most of their original shape and

intensity within a few picoseconds, with a smaller fraction recovering beyond 100 ps

(3 to 4). A slight, incomplete recovery in spectral intensity by 400 ps is most likely

the result of localized trapping of longer-lived charge-separated pairs (polarons) also

created under high-fluence excitation, as is also evident from absorption transients

shown in Figure 3.2.

3.4.2 Time Dependent FSRS and Kinetic Markers

The spectral dynamics observed via time-resolved PIR are much more subtle

than those observed in TA spectra; yet, spectroscopic markers and trends encom-

passed within the intensities and peak positions of resonant vibrational modes make
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2

4

3

Figure 3.3: RR-P3HT NP PIR Contour Plot: contour plot of PIR spectra collected
from a prototypical FSRS measurement reveal a noticable bleach and shift of the two
primary vibrational modes. The latter is offset from the former in maximum amplitude by
˜100fs.

it possible to decipher the polymer’s underlying kinetics. Although a mere deple-

tion of the PIR relative to the GSR signal would indicate only an excitation-induced

reduction in the effective ground-state population, the measurable frequency shift

observed in Figure 3.3 indicates that two species, states, or morphologies must con-

tribute to the Raman spectrum in this region. A frequency shift could be expected

if photoexcitation at 500 nm preferentially depleted ordered versus disordered poly-

mer regions of NPs (or vice versa), provided that the steady-state Raman spectrum

is inhomogeneously broadened by variations in morphology. Although this scenario

would formally involve two motifs, it cannot underlie the progression in Figure 3.3

for two reasons. First, the low energy (red) Raman excitation wavelength used here

preferentially probes the ordered lamellar-stacked regions of the unexcited polymer

aggregates, and we therefore expect that the GSR spectrum should include a set of
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features only from this polymer morphology.33 Second, selective depletion of one type

of morphology over another upon photoexcitation would result in a simultaneous de-

crease in intensity and shift spectrally. However, the Raman signal depletion and red

shift observed here are offset from one another in time. The largest Raman depletion

occurs at an earlier delay than the maximum frequency red shift, as demonstrated the

highlighted points and contours of Figure 3.3. Thus, the data shows consistency with

the delayed appearance of a new set of vibrational features arising from the nascent,

transient PP state that is superimposed on top of the depleted spectrum of unexcited

NPs.

Assignment of these spectral dynamics to the formation and transient decay

of PPs is supported by correlations between the TA and time-resolved PIR measure-

ments. Figure 3.4 plots the relative intensities of integrated segments from regions

in the broadband TA measurements associated with the GSB and PP TA against

the relative time-dependent changes in the C=C feature intensity and frequency shift

from the accompanying PIR spectra. Both the GSB and C=C depletion intensity

decrease quickly during the first ≈200 fs, followed by slower intensity decay on longer

time scales. This time dependence is consistent with the description of the transient

spectral dynamics in Figure 3.2. On the other hand, the integrated PP TA and the

Raman frequency shift do not exhibit the same ultrafast signal induction and only

decay on longer time scales.

Figures 3.2, 3.3, and 3.4 demonstrate that correlations between FSRS and TA

measurements support a common kinetic description of PP formation in aggregated

polymer. Furthermore, FSRS measurements provide an additional perspective on the
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Figure 3.4: RR-P3HT NP PIR Kinetic Markers vs. TA Comparison: compar-
isons between TA (line) and PIR (dot) features ascribed to depletion of the ground state
population (GSB, green) and population of the transient polaron pair state (PP TA, red).

mechanism of PP formation. The enhanced photoselectivity of Raman measurements

to morphological order of the unexcited polymer compared with electronic absorption

enables more direct observation of the relationship between the formation of PPs and

a specific morphology within the mixed-order aggregate. Figure 3.3 demonstrates that

the delayed appearance of transient Raman features in the C=C and C-C stretching

region is followed by their concomitant relaxation and a recovery of the depletion in

the Raman spectrum of unexcited polymer aggregates. As 643 nm is only selectively

pre-resonant with ordered regions of the polymer and is resonant with absorption of

the PPs, the correlation between the appearance and decay of transient PP Raman

and the transient GSR depletion reflects that PP formation is directly linked with

ordered polymer morphologies.
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3.4.3 Extraction of PTR Raman Spectra of RR-P3HT PP and Related

Transients

Raman spectroscopy also provides a new perspective on the properties of tran-

sient charge-separated states of aggregated polymers. Here, the pure Raman spectrum

of PPs was obtained through spectral analysis of a progression of Raman spectra col-

lected at various photoexcitation intensities. Figure 3.5a plots the pump-induced

Raman (PIR) spectrum of RR-P3HT NPs as a function of approximate pump-pulse

intensity and illustrates a decrease in the C=C and C-C stretching frequencies with

increasing pump power when measured 350 fs after 500 nm actinic photoexcitation.

Much like the time-dependent data in Figure 3.3, a spectral shift is observed as the

photoexcitation power is increased; this shift can be quantified against the concentra-

tion of PPs generated, as shown in Figure 3.6a. Here, the shift has been specifically

plotted against the simultaneously measured TA to serve as an internal standard of PP

concentration. If the Raman frequency shift arises from a population-dependent su-

perposition of ground-state and PP features then it would make sense for the progres-

sion to correlate roughly linearly with absorbance. However, Figure 3.6a illustrates

that the pump-intensity dependent frequency shift observed deviates from linearity

slightly at sufficiently high PP absorbances and that the trend is best fit by a satura-

tion model rather than a linear one. This saturation likely stems from experimental

considerations for the three-pulse FSRS measurement that become relevant at higher

pump fluences, including intensity-dependent variation in the actinic pump penetra-

tion relative to the region of the sample that overlaps with the Raman excitation
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beam (as this beam transmits through the entire sample).

(a)

C-C Shift C=C Shift

ΔI (%) -37.6 -53.9

Δv (cm-1) -3.8 -14.6

(b)

Figure 3.5: RR-P3HT NP Intensity Dependent PIR Spectra: (a) progression of
PIR spectra collected for different pump intensities plotted along with the averaged GSR
and extracted PTR spectra (b) comparison of average GSR and extracted PTR spectra
with intensity and frequency shifts

Despite this, the saturation of the Raman shift with increasing TA signal

enables the use of a saturation model to extract a pure PP Raman (PTR) spec-

trum from the intensity-dependent Raman progression as highlighted by Figure 3.5b.

Spectral variations with intensity were analyzed using singular value decomposition

(SVD),49 with a thorough description provided elsewhere.50 Here, SVD extracts a

pseudo ground state (PGS) spectrum, which resembles the average GSR, and a dif-

ference function (DF) spectrum, which is weighted and added to the PGS in linear

combination to recover each intensity-dependent PIR spectrum as a function of pump

fluence. This fitting procedure provides relative weights of these two for each spec-

trum, and applying a saturation model to them permits extrapolation of the PP PTR

spectrum. Trends in the PGS and DF weights versus TA intensity are plotted as Fig-

ure 3.6b. Among the models considered, the power saturation model gives the best

residuals and most rigorous end point prediction; nonetheless, all models gave rise to

qualitatively similar predicted spectra.50
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(a) (b)

(c)

Figure 3.6: C=C and C-C Shifts and SVD Component Plots of RR-P3HT NP
PIR: (a) frequency shift (cm−1) of C=C and C-C stretching modes as a function of TA
signal intensity fit with a linear and various saturation models, (b) PGS and DF SVD
components plotted as a function of TA signal intensity and fit with different models of
saturation, and (c) spectra of GSR, prototypical PIR, and PTR with SVD components
combined to produce it

The PGS and DF components and resulting PTR spectra are compared to

the average GSR and an example experimental PIR spectrum and plotted together

in Figure 3.6c. The PTR spectrum of the RR-P3HT PP and GSR spectrum exhibit

several differences as seen in Figure 3.5b, primarily that the former is red-shifted and

less intense relative to the latter. The symmetric C=C and C-C stretching bands

in the Raman spectrum of the PP extracted from SVD are red-shifted by 15 and

4 cm−1 while their intensities are 54 and 38% lower relative to the steady-state GSR

spectrum, respectively. Additionally, the overall spectral shape in the C-C/C=C

stretching region is largely maintained in the PP state, with only a modest 2.3 cm−1
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decrease in C=C stretching bandwidth and a slight increase in the ratio of C-C/C=C

stretch intensities from 0.34 to 0.48. Finally, there is little other evidence of structural

modulations as there are only minimal changes in less intense vibrational features

outside of the C-C/C=C stretching region as seen in Figure 3.5a.

Although the significant reduction in the spectral intensity for the PP com-

pared to that for the ground-state polymer provides evidence about state-dependent

Raman cross sections, quantitative assessment of PP and ground-state populations

and relative cross sections is difficult given the entangled nature of these parameters

and further complications involving differences in enhancement conditions (resonant

versus preresonant respectively). A smaller Raman cross section for the PP’s PTR

spectrum would not be surprising as the Raman transition from the PP is determined

through resonance with a higher-energy state. This could serve to diminish its coher-

ence lifetime and deplete its signal relative to the ground-state polymer’s transition

which occurs by way of a bound excited state, and persist with a lifetime that exceeds

the duration of the Raman excitation pulse. Excitation to this higher-lying state is

also anticipated to induce further charge-pair separation, hence, limiting resonant en-

hancement as a result of the dynamics of the PP in a higher-lying resonant state. An

additional consideration is that the extracted PP PTR spectrum is predictive of how

a spectrum of saturated depletion of the GSR, rather than an entire conversion to

population of PP states, would look. Thus the intensities in the resulting spectrum

are scaled by the net yield of PPs compared to other non-resonant states, a factor

which could skew its intensity lower than a pure, 1:1 numerical comparison with an

equivalent population of ground state molecules would have produced.

80



Concerning the shifting of the vibrational modes, their tendency towards lower

frequencies is consistent with the spectroscopy of doped polymers and reflects the

charge separated character of the PP.51,52 Chemically and electrochemically doped

polymers exhibit strong Raman features on the red side of the neutral C=C stretch,

commonly referred to as the quinoidal stretch band (˜1400-1420 cm−1 for poly(3-

alkylthiophenes)). The 15 cm−1 shift obtained here for the saturation model PTR

represents an upper limit as other applied models (e.g. error function and expo-

nential models) predict smaller frequency shifts of 7-10 cm−1. This magnitude is

similar to what has been observed for polaron formation in other polymer-fullerene

heterojunctions,29 and it is not surprising that the extent of the spectral shift is fairly

modest upon charge pair formation. The proximity of charges could be anticipated

to induce an effectively lower charge density on adjacent polymer sites than is the

case in isolated polarons, only modestly softening the C=C stretch frequency relative

to the unexcited polymer. Furthermore, π-stacking interactions may be expected to

partially distribute charge density between chains, giving rise to weaker shifts than

those observed in amorphous or unordered polymer regions.

Additional experiments interrogated isolated polarons of RR-P3HT and the

coupled PP state of regio-random (RRa)-P3HT NPs using FSRS with a 900 nm

Raman pump pulse set to be resonant with those states. Figure 3.7 shows the ground

state spectra of these two materials (green and dashed dark green) compared with

corresponding PTR spectra obtained from a similar saturation model SVD analysis

(red and dashed dark red). The intensities of the spectra of each material were scaled

relative to the peak of C=C stretching mode from the corresponding PTR spectrum.
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In the case of these two PTR spectra, the totally symmetric C=C stretching mode

is significantly more intense than for the GSR spectra, predominantly because the

comparison is being made between a resonant transient with a non-resonant ground

state coherence. While only a fraction of photoexcitations will result in polaron or PP

states for RR- and RRa-P3HT respectively, the increase in absorption cross-section

provided by resonance, on the order of a few orders of magnitude, leads to reasonably

higher Raman gain intensities than seen in their GSR spectra.

Figure 3.7: Extracted PTR Spectra of RR-P3HT Polaron and RRa-P3HT PP
NPs: comparison of GSR spectra of RR- and RRa-P3HT NP’s (solid light green and dashed
dark green) using a Raman excitation wavelength of 900 nm to the PTR spectra of their
resonant polaron and PP states (solid red and dashed dark red), respectively.

Interestingly, the two states exhibit substantially different amounts of spectral

shifting, with red shifts for the RR-P3HT polaron and RRa-P3HT PP states of 34

and 1.5 cm−1, respectively. Isolated polarons of RR-P3HT show a trend similar to

but more intense than that seen for RR-P3HT’s PP transients (Figure 3.5), with

over twice as much of a red-shift to lower vibrational frequencies compared to the
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ground state. This larger magnitude shift is likely the result of two factors. First,

the more selective localization of these transients compared to PP states indicates

that a greater degree of structural flexibility may be possible for an isolated polaron,

as it does have to accommodate or couple to a second, adjacent polaron, and could

provide leeway towards localizing along significantly more prolonged or well-ordered

sites. Second, the now isolated positive charge on the polaron is likely to reduce

the electron density within the thiophene π-conjugated network along its backbone,

which will soften the bonding network and decrease the corresponding vibrational

frequency.

As this latter shift lies well below the anticipated resolution of the measurement

(≈5-10 cm−1), it is safe to conclude that the frequency of the C=C stretching mode

in RRa-P3HT shifts only negligibly upon charge separation. This corroborates previ-

ous findings that intermolecular steric hindrance produced by RRa-P3HT’s randomly

oriented hexyl side-chains imparts a great deal of intramolecular disorder, prevent-

ing prolonged π-interaction and localization of charge transfer states along extended

segments of the polymer. Thus these unorganized charge transfer transients are not

formed as efficiently and either do not strongly prefer or cannot reside on sites of a

particularly morphology over others. This would result in relatively little impact on

the frequency of the synchronous ”ring-breathing” C=C stretch as seen by Figure 3.7.

These additional results highlight the ability of FSRS to selectively probe a partic-

ular transient and for advanced methodology to extract information concerning the

structural nature, location, and photoinduced dynamics of these transients.
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3.5 Conclusions

A combination of time- and pump-intensity-dependent Raman measurements

was used to selectively probe the formation and vibrational spectroscopy of photo-

generated transient polaron pairs in ordered regions of P3HT nanoparticle aggregates

characterized by heterogeneous domains of intermolecular order. This work demon-

strates the potential of time-resolved Raman as a morphologically selective probe for

tracking ultrafast charge separation dynamics within polymer regions of conjugated

materials, much as infrared absorption has been used successfully to interrogate the

transient charge migration dynamics that occurs within domains of electron acceptors

in bulk heterojunctions.28 Measurements and subsequent analysis have exemplified

the capabilities of ultrafast vibrational probes (FSRS) for examining and character-

izing the morphological nature of charge-coupled PP states, providing vibrational

markers to corroborate kinetic information derived from electronic transient absorp-

tion studies, and extracting pure vibrational spectra of these and related transient

states within photoexcited conjugated materials.
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3. Scharber, M. C., Mühlbacher, D., Koppe, M., Denk, P., Waldauf, C., Heeger,
A. J., and Brabec, C. J. Adv. Mater. 18(6), 789–794 (2006).

4. Yang, X. N., Loos, J., Veenstra, S. C., Verhees, W. J. H., Wienk, M. M., Kroon,
J. M., Michels, M. A. J., and Janssen, R. A. J. Nano Lett. 5(4), 579–583 (2005).

5. Gao, Y., Martin, T. P., Thomas, A. K., and Grey, J. K. J. Phys. Chem. Lett.
1(1), 178–182 (2010).

6. Huang, Y., Kramer, E. J., Heeger, A. J., and Bazan, G. C. Chem. Rev. 114(14),
7006–7043 (2014).

7. Schwartz, B. J. Annu. Rev. Phys. Chem. 54(1), 141–172 (2003).

8. Scharsich, C., Lohwasser, R. H., Sommer, M., Asawapirom, U., Scherf, U., The-
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Larsen, D. S., Moulé, A. J., and Grey, J. K. J. Phys. Chem. B 117(16), 4478–
4487 (2013).

24. Clafton, S. N., Huang, D. M., Massey, W. R., and Kee, T. W. J. Phys. Chem. B
117(16), 4626–4633 (2013).

25. Scholes, G. D. ACS Nano 2(3), 523–537 (2008).

26. Martini, I. B., Smith, A. D., and Schwartz, B. J. Phys. Rev. B 69(3), 035204–
035204 – 12 (2004).

27. Gao, B.-R., Wang, H.-Y., Wang, H., Yang, Z.-Y., Wang, L., Jiang, Y., Hao, Y.-
W., Chen, Q.-D., and Sun, H.-B. IEEE J. Quantum Electron. 48(3), 425–432
(2012).

28. Barbour, L. W., Hegadorn, M., and Asbury, J. B. J. Am. Chem. Soc. 129(51),
15884–15894 (2007).
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Chapter 4

Exciton Dynamics in
Thiophene-Methanoannulene Polymers and
their Aggregates

4.1 Abstract

Transient absorption (TA) and broadband polarization anisotropy (BPA) were

employed to interrogate the photoinduced behaviors of several novel thiophene- 1,6-

methano (10)annulene- thiophene polymers (PTMT)s. The structure of these poly-

mers hinders large-scale intermolecular π-interactions while not compromising intra-

chain π-electron delocalization. The goal of this work was to investigate how the

highly non-planar structure of these materials impacts the photoinduced dynamics

of polymer excitation both in isolation and as nano-aggregated particles (emulat-

ing films). Contrasting TA responses of aggregates with those from unassembled

polymer in solution reveals that PTMT transients are only weakly impacted by in-

termolecular interactions. Polymers with different substituents were compared to

determine how their photophysics are impacted by perturbations to local intramolec-

ular structure. BPA measurements indicated greater excited-state localization along
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the polymer backbone when alkyl substituents are positioned to disrupt the planarity

of bio-thiophene moieties, and that the persistent “polarization memory” of triplet

states varies with substitution pattern along the polymer backbone.

4.2 Introduction

Thiophene-methanoannulene-thiophene polymers (PTMT) are non-planar con-

jugated materials designed to frustrate intermolecular π-interaction (i.e. maintain an

amorphous morphology) without compromising the ability for electronically excited

transient states to delocalize intramolecularly along the polymer strand. Hexyl chain

substituents have been introduced at different positions along the thiophene seg-

ments of the polymer backbone to improve solubility in organic solvents but can also

be used as a degree of freedom in tuning their photophysical properties and electrical

conductivity. These substituents have been shown to hypsochromically shift the vis-

ible feature of both the ground state electronic absorbances (UV-Vis) by 2000 cm−1

and the accompanying steady state photoluminescence spectra by 1500 cm−1 relative

to the unsubstituted polymer.1 The direct effects on these steady state characteris-

tics indicate that deconfiguring the hexyl chains to form different stereoisomers can

significantly alter intramolecular ordering through the steric repulsion of neighbor-

ing molecular moieties along a given strand. The torsional strain induced by these

substiuents can also have an impact on intermolecular stacking within an aggregated

environment, leading to disruptions of effective conjugation length and further inhibit-

ing the formation of long range π-network domains. Derivatives of PTMT polymers
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utilized as part of organic field effect transistors (OFETs) produced semiconducting

layers in which hole mobilities varied with subtituent, showing a 16% decrease for

the hexyl substituted polymer compared to the unsubstituted polymer.1 Semicon-

ductor conductivity is critical to device performance and is directly dependent on the

underlying microstructures formed by each polymer. Since the nature of the corre-

sponding excitonic states also depends on the polymer’s structure, developing a better

understanding of how their delocalization depends on local structure, and the photo-

physical impacts of tailoring the polymers via incorporation of subtituents would be

instrumental in understanding how to improve their material conductivity.1,2

Figure 4.1 displays the structures of the different PTMT polymers explored

herein. The two primary candidates for establishing the photophysical effects in-

duced by systematically positioned hexyl substituents are (a) tail-in (TI)- and (b)

tail-out (TO)-PTMT. Tail-in and tail-out designate whether the substituent is di-

rected towards or away from the methanoannulene moiety, which occurs when the

hexyl groups are located at the 2 and 2” or 3 and 3” positions of the thiophene

rings in each repeating unit, respectively. It is anticipated that the TI isomer will

not impact conjugation across the bithiophene moieties substantially when compared

with the unsubstituted ”no-tail” PTMT (c), and that the primary intramolecular ef-

fect should be to produce kinks between thiophenes and adjacent methanoannulenes

to further disrupt long range conjugation. TO, on the other hand, should disrupt

conjugation between each adjacent pair of thiophenes due to “head-to-head” steric

interactions and result in blue-shifted absorption relative to the TI and NT polymer.

This would reflect shorter effective conjugation lengths and hence more compact local-
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ization of excited states along the polymer chain. Figure 4.2 shows three dimensional

structures of oligomeric segments (using ethyl groups to emulate hexyl side chains)

optimized using ab-initio density functional theory (DFT) calculations. These sup-

port the previous descriptions and show that the thiophene-methanoannulene bond

angle increases by 14 in TI (4.2b) relative to NT (4.2a) and the thiophene-thiophene

bond angle increases by 66 in TO (4.2c) relative to NT (4.2a). These PTMT’s can

be contrasted with an analogous polymer containing terthiophene segments, theoret-

ically permitting more delocalized transients and greater variability/heterogeneity in

ordering amongst individual segments along the backbone, designated as PTMTT

(d).

a)

b)

d)

c)

e)

Figure 4.1: Thiophene-Methanoannulene Polymer and Oligomer Structures:
Structures of (un)substituted PTMTs studied herein, including (a) TI, (b) TO, (c) NT, (d)
PTMTT, and (e) TTMTT (oligomer)

Polymer nanoaggregates provide the primary means to probe intermolecular
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interactions between adjacent polymer strands. By comparing the transient signa-

tures and resulting kinetics following photoexcitation for an isolated strand of polymer

(susceptible only to intramolecular ordering effects) and these aggregates, the differ-

ences can be used to illustrate differences in how transients states are localized and

whether intermolecular interactions lead to energy/charge transfer, additional path-

ways for relaxation, or new transient states altogether. The final molecule to aid in

these comparisons is the oligomeric segment, consisting of two bi-thiophene and a

central methanoannulene core, TTMTT (e). In addition to the anticipated simplified

spectra progression for drawing information about isolated excitations, the oligomer

likely also entails additional structural patterns upon aggregation that can help to

isolate and identify what is occurring within PTMT aggregates.

(a)

(a)

(b)

(b)

(c)

(c)

Figure 4.2: DFT Oligomer Estimate 3D Structures: Estimated ab-initio, DFT,
structures used to estimate the bond angles and intramolecular order of (a) NT, (b) TI,
and (c) TO

Finally, broadband polarized transient absorption, has also been to track the

dynamics of polymer excitations to interrogate how intra- and intermolecular struc-

ture impact their photoresponses as described in Section 1.2.3. Briefly, anisotropy in

transition polarizations, r(t, λ), provides a means to track the change in each transi-

tion dipole as a function of time delay after excitation and can be used to determine

the timescales and extent of molecular rotation, energy or charge migration in a com-
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plex molecule (e.g. polymer) or the movement or dipole re-orientation of a specific

chromophore over time. The broadband version of this measurement (BPA) allows

for time-dependent anisotropy of multiple transients to be compared simultaneously

to affirm which states are intrinsically linked to one another and which incur state-

specific motions over time.

4.3 Experimental Methods

Solution-phase TO, TI, and TTMTT were prepared by dissolving weighed

solid samples of each polymer in chlorobenzene (ArCl) to concentrations of 0.1, 0.1,

and 0.2 mg/mL, respectively. NT was similarly prepared as a 0.2 mg/mL solution in

chloroform (CHCl3) and PTMTT as an 0.1 mg/mL solution in benzene. TO, TI, and

TTMTT nanoaggregates were prepared using the standard reprecipitation method

(Section 2.1), involving the addition of three to four 500 µm aliquots of a 0.1 mg/mL

solution of TO, TI, or TTMTT in tetrahydrofuran (THF) into 5 mL of rapidly stirred

H2O. The added THF was driven off after each addition using compressed air. Only

PTMTT solutions showed substantial evidence of instability as a function of storage

time; the polymer would gradually coalesce into macroscopic particles and precipitate,

with benzene being the best solvent available to keep the polymer solvated for much

longer than the timescales necessary to conduct spectroscopic measurements.

Transient absorption (TA) and broadband polarization anisotropy (BPA) mea-

surements were conducted on the five molecules highlighted above, using 400 and

480 nm excitation pulses and experimental set-ups described previously in Section 2.2.
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TO- and TI-PTMT exhibited minimal degradation in response to laser exposure over

the course of a single measurement. PTMTT was a particularly difficult sample to

analyze as larger aggregates gradually accumulated in response to laser exposure or

prolonged storage in a cuvette, resulting in significant light scattering that limited

the quality of the probe. However, this aggregation did not significantly impact the

observed sample concentration or transient signal intensities over the course of corre-

sponding measurements.

4.4 Results and Discussion

4.4.1 UV-Vis and Characterization

Steady state electronic absorbance (UV-Vis) spectra collected for each poly-

mer are shown in Figure 4.3 and reflect differences in their conformational order

through the energy of the lowest transitions accessible from their ground states. Fig-

ure 4.3a shows spectra for each individually isolated in solution, in which the primary

absorbance band peaks between 400 and 475 nm, with λPeak: TO > TTMTT >

TI > NT > PTMTT. TO and PTMTT each exhibit shoulder features centered at

575 nm that are assumed to be anomalies due to the cuvette, while NT and PTMTT

contain broad scattering tails due to undissolved polymer dispersed in each solution.

Figure 4.3b compares the steady state absorption spectra of TO, TI, and TTMTT

solution samples with their corresponding nanoaggregates. The reprecipitated par-

ticles force the polymers/oligomer into an aggregated environment, but the absence

95



of significant spectral shifting provides preliminary indication that there is little in-

termolecular ordering between adjacent strands of polymer/oligomers, unlike what is

observed for polythiophenes as seen in Figure 3.1b.

(a) (b)

Figure 4.3: Steady State Absorption Spectra of PTMTs: (a) solution phase UV-
Vis spectra for various substituted PTMT polymers and TTMTT and (b) comparison of
UV-Vis absorption spectra for TO, TI, and TTMTT in solution phase to their respective
nanoaggregates

4.4.2 Transient Absorption: Impacts of Substituents and Comparisons to

Oligomer and PTMTT

Transient absorption spectra collected with 480 nm excitation of each of the

various polymers are presented in Figure 4.4. Here, the unsubstituted, “no-tail” NT-

PTMT can serve as a frame of reference for understanding the impact of solubilizing

substituents on excited state properties and dynamics. Figure 4.4a shows TA spectra

of solution phase NT excited at 480 nm. The spectra exhibit three features that

are present immediately upon photoexcitation; these include a bleach of the ground

state absorption (GSB) centered at 470 nm, a stimulated emission (SE) ascribed to

the S1 singlet state at 590 nm, and a broad transient absorption (TA), also due to

S1, in the near infrared (NIR) at 1075 nm. Integrated cuts from the GSB and S1
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TA regions of the spectra exhibit bi-exponential decay kinetics with lifetimes of 52,

902 and 30, 230 ps respectively. At later time delays, a broad absorbance appears

at 660 nm, obscuring the decay kinetics of the SE band. Based on comparisons to

the transient spectra of other thiophene polymers and oligomers in solution3,4 this

feature is ascribed to the lowest triplet state, T1, populated via intersystem crossing

(ISC) from S1. The SE decays concomitant with the growth of the triplet spectra

with bi-exponential lifetimes of 4.2 and 47 ps. These fast timescales, coupled with

the decay kinetics of the singlet, indicate a relatively rapid ISC rate that competes

with other radiative and nonradiative relaxation pathways.

The position of solubilizing hexyl substituents markedly impacts local confor-

mation in the polymer and is anticipated to affect the extent of excited-state delocal-

ization, transition energies of transient spectral features, and dynamics of transient

states. In line with these expectations, 480 nm excitation of TO-PTMT (Figure 4.4b)

exhibits transient spectra with dramatic hypsochromic (blue) shifts of both the S1

and T1 absorbances relative to the NT polymer by 1363 and 2025 cm−1, respectively.

The spectral dynamics of TI, presented in Figure 4.4c, only show subtle differences

relative to that of NT. Similar to TO, the S1 absorbance and SE of TI are blue-shifted,

though only by 602 and 405 cm−1, respectively. Interestingly, the T1 absorbance of TI

exhibits a slight bathochromic (red) shift of 180 cm−1 relative to NT. These spectral

shifting patterns indicate that incorporating the hexyl chains into the polymer such

that they face towards the methanoannulene (TI) has less impact on the spectro-

scopic characteristics of transient excited states than directing them away from the

methanoannulene (TO). Despite these significant spectral shifts, the decay kinetics
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(a) (b)

(c) (d)

(e)

Δt (ps)

Figure 4.4: 480 nm Excitation Transient Absorption of PTMTs: (a) NT-, (b)
TO-, and (c) TI-PTMT, and (d) PTMTT polymers and (e) TTMTT oligomer

associated with the S1 absorbance bands of TO and TI are quite similar to those of

NT. A significantly larger fraction of GSB signal in TI remains by a delay of one ns

(53 vs. 16 %), though the fraction decaying on a faster timescale does so significantly

more rapidly, with relaxation lifetimes of 862 and 11 ps, respectively.

In order to explore the impact of structure on excited-state localization, the

photoresponses of these polymers can be further compared against spectral dynam-
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ics associated with the oligomer TTMTT. Figure 4.4e displays the TA spectrum of

TTMTT, and although it exhibits the same qualitative features and dynamics as

the PTMTs, the transient features are discernibly sharper than the polymers but

with kinetics comparable to those seen for TI. This contrasts markedly from what is

observed for oligo- vs. polythiophenes.4–7 The T1 absorption band of TTMTT lies

between that of NT and TO and is generated with significantly greater intensity than

the PTMTs for this excitation energy, either due to a higher absorption cross-section

or more efficient ISC. TA spectra of PTMTT are also included as Figure 4.4d. With

extended terthiophene moieties, trends in the electronic absorption align fairly well

with anticipated differences in conjugation: the GSB and T1 absorption bands are

significantly red-shifted by 909 and 363 cm−1, respectively, which corresponds well

with the bleaching of a more conjugated ground state population and triplets charac-

terized by increased delocalization across the thiophene moieties. The GSB recovery

timescales are also more rapid (12 and 153 ps), despite similar dynamics of the S1

absorption band. Interestingly, there is no discernible shifting of either the SE or S1

absorption bands relative to NT, suggesting that these transient state absorptions are

associated with either very localized interactions dispersed over two or fewer conju-

gated thiophenes, or that the involved states only span the immediate vicinity about

a methanoannulene. While the methanoannulene is conjugated, the deviation that it

induces away from planarity may disrupt broadly delocalized thiophene interaction

and conjugation, inhibiting the ability for a third thiophene to participate effectively

in localizing a singlet transient.
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4.4.3 Photodynamic Effects of Increasing Pump Frequency

Heterogeneous broadening of the polymer absorption spectrum can arise from

conformational disorder along a strand of polymer within an amorphous environ-

ment. Energy-dependent selectivity for exciting conformations with different effec-

tive conjugation lengths is a consequence of this heterogeneity: lower pump energies

preferentially excite regions of the polymer with greater conformational order (i.e.

greater effective conjugation lengths), whereas higher pump energies can access more

conformationally disordered regions of the polymer (i.e. shorter effective conjugation

lengths). Experimentally this could be recognized from excitation-dependent varia-

tions in transient spectral features. Complete tables documenting the shift of each

polymer/oligomer relative to NT, between solution and aggregates, and excited at

400 nm relative to 480 nm are included as Figure 8.1a and 8.1b in Appendix 8.2.

Figure 4.5 presents TA spectra for the same samples excited using a 400 nm exci-

tation pulse. The magnitude to which the GSB blue-shifts when excited at 400 nm

compared to 480 nm varies only slightly with substituent with shifts of 990, 845, 850,

and 1140 cm−1 for NT, TI, TO, PTMTT respectively. The GSB of TTMTT exhibits

significantly less shifting than the PTMT (206 cm−1), which is expected because the

molecule is definitively smaller than any of the polymers, and small energetic differ-

ences exist between various conformer structures. This also yields little potential for

intramolecular energy transfer or excitation of specific spectroscopic subpopulations

independently of one another. The shifts of the singlet and triplet absorption bands

vary quite markedly. In general, TO exhibits the greatest shifts, followed by NT
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and TI with TTMTT shifting only negligibly. PTMTT is an outlier in this case as

the T1 band shifts quite substantially (1611 cm−1) while the S1 absorption does not

(95 cm−1). Higher excitation energy also slightly increases the relative amount of

triplet formation in PTMTT, TO, and NT but does not substantially impact triplet

signals of TI or TTMTT.

(a) (b)

(c) (d)

(e)

Δt (ps)

Figure 4.5: 400 nm Excitation Transient Absorption of PTMTs: (a) NT-, (b)
TO-, and (c) TI-PTMT, and (d) PTMTT polymers and (e) TTMTT oligomer

TTMTT contains the easiest triplet absorbance band to isolate, and kinetic
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fits of its growth rate indicate that the ISC rate increases for higher energy excitation

as the triplet absorbance grows in on a scale of 1270 and 300 ps at 480 and 400 nm re-

spectively. Overall, the heterogeneous nature of the polymer strands in solution leads

to a clear distribution of chromophores characterized by variation in conformational

order that can be selectively photo-excited; furthermore, this distribution appears

to be only moderately affected by inclusion of solubilizing hexyl substituents. The

SE bands of each material at the peak intensity of the feature shifts by <400 cm−1

relative to those measured at lower-energy excitation.

Unlike low-energy excitation (480 nm), excitation at higher energies results

in an induction of the S1 absorption and SE bands over the first 200 fs for NT

and each of the other materials. While this could be a signature of intramolecular

energy migration and localization along the polymer backbone, the prevalence of

the trend in TTMTT (without extended intramolecular domains) indicates that the

transient signals gradually grow in over time following vibrational relaxation or other

conformational dynamics. Decay traces of the GSB and S1 absorption in NT reveal

slightly more prolonged relaxation for higher energy excitation. In the case of the

latter, the bi-exponential decay lifetimes increase by about 15-20% from 30 and 230 ps

(480 nm) to 35 and 284 ps (400 nm), respectively.

An additional comparison can be made by examining how the SE band of

each polymer and TTMTT shift as a function of time after excitation. This shift

is particularly sensitive to excitation wavelength in showing substantial shifting over

time and providing a better handle on conformational dynamics than the broad S1 or

cutoff GSB features. Figure 4.6 plots traces of the peak of each SE feature over time;
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each peak red-shifts over the span of a few to a couple hundred ps depending on the

substituents and excitation wavelength. Consistently, lower energy excitation results

in an energetically lower lying stimulated emission band, which corresponds to only

more conformationally ordered sites being populated at lower excitation energies (and

hence the emission from states lying lower in energy). The magnitude and timescale of

the SE red-shift can be associated with the degree/extent and corresponding kinetics,

respectively, of excited state vibrational relaxation and localization onto more ordered

molecular conformers.
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Figure 4.6: PTMT Stimulated Emission Peak λ Traces: (a) NT, TO, and TI PTMTs
and (b) PTMTT and TTMTT with substituents and pump wavelength indicated by the
keys

Table 4.1 lists the initially recorded SE emission wavelength (omitting initial

sub-ps shifts) and wavelength shift by the time of the latest traceable delay for each

material and both excitation wavelengths. Amongst the PTMTs, TO excited at

400 nm shows the largest shift over time, while at 480 nm shows a significantly redder

band than either TI or NT. This indicates that TO exhibits more heterogeneity and

the ability to localize higher energy excitations onto sites with greater conformational

disparity (more ordered by comparison to sites of initial excitation) than TI or NT
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over time. This comparison also further validates the similarity between TI and NT

given by their similar SE shift dynamics. PTMTT exhibits both redder bands and

smaller shifts than the PTMTs which is explainable considering their more prolonged

conjugation (terthiophene vs. bithiophene), and the conformational order that likely

arises from that. TI nanoparticles (NPs), shift by a similar amount but at slightly

bluer wavelengths than in solution phase, perhaps a sign of disrupted ordering in

response to aggregation and intermolecular steric hindrance from adjacent strands.

PTMT Label 400 nm Initial SE λ 400 nm λ Shift 480 nm Initial SE λ 480 nm λ Shift
NT 555 53 556 63
TO 551 95 579 46
TI 544 62 551 53

TI NPs 532 49 — —
PTMTT 572 43 585 32
TTMTT 551 48 564 31

Table 4.1: PTMT Stimulated Emission Peak Initial λ and Shift

4.4.4 Photophysical Response to Aggregation

The UV-Vis spectra of TO and TI show only slight, near negligible hyp-

sochromic shifts in response to aggregation (Figure 4.3b), indicating only very lim-

ited interchain coupling and tendency towards H-aggregation within the nanoaggre-

gates. TTMTT shows little to no shift, though the predominant feature in the visible

broadens significantly. Figure 4.7 presents transient absorption spectra collected for

suspensions of TI, TO, and TTMTT nanoparticles. Exciting the TI nanoparticle

suspension at an actinic pump wavelength of 480 nm produces a spectrum with very

similar features observed in solution-phase measurements, but with a lower resultant

triplet signal as shown in Figure 4.7a. Additionally, the relaxation kinetics proceed
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on timescales that are nearly an order of magnitude faster with the S1 absorption

decaying with bi-exponential lifetimes of 3 and 85 ps compared to 24 and 407 ps for

the solution phase. Furthermore, excitation of TI aggregates at both 400 and 480 nm

(Figures 4.7a and 4.7b) produces transient absorption dynamics that strongly resem-

ble those measured for TI in solution excited at 480 nm (Figure 4.4c). Only a minimal

signal induction of the NP singlet signal when excited at 400 nm (<50 fs), and the

positions of the GSB and SE bands are closer to those measured following 480 nm

solution phase excitation. Comparisons of high and low fluence measurements on the

particles suggest that the observed dynamics do not change appreciably by increasing

the fluence and that the transients arise due to single excitation mechanisms. Despite

the difference in excitation wavelength dependence for TI aggregates, TA signatures

of TO nanoparticles (Figures 4.7c and 4.7d) do not deviate spectrally from their

corresponding solution phase measurements. TO S1 decay lifetimes are significantly

faster in aggregates than in solution with bi-exponential decay lifetimes decreasing

from 18/292 and 118/382 ps to 3/80 and 4/181 ps for 400 and 480 nm excitation,

respectively.

Excitation of TTMTT nanoparticles at 480 nm (Figure 4.7e) also produces

spectra that are qualitatively similar to those measured for TTMTT in solution, but

with significantly faster relaxation dynamics and each band is red-shifted by 600-

800 cm−1, except for the S1 absorbance which only shifts by 150 cm−1. Both 480 and

400 nm excitation (Figure 4.7f) yield dramatically increased rates of triplet forma-

tion, with associated ISC lifetimes decreasing by a couple orders of magnitude from

solution phase timescales, specifically from 1270 and 300 to 2.8 and 11 ps for 480
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Figure 4.7: 480 and 400 nm Transient Absorption of (a, b) TI-PTMT, (c, d) TO-
PTMT, and (e, f) TTMTT, respectively

and 400 nm excitation respectively. Higher energy (400 nm) excitation also yields

an additional absorptive feature centered at 750 nm that decays concomitantly with

the S1 absorbance. The relaxation of this band is obscured by the presence of the

T1 absorbance, but does exhibit decay timescales that are comparable to those of

the S1 absorbance band (0.56, 17, and 1800 for the 750 nm band vs. 1.6, 16, and

750 ps for the S1 band). This feature may be ascribable to a coupled polaron state

seen previously in regio-regular poly-3-hexylthiophene (RR-P3HT) nanoaggregates
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(Figure 3.2) arising from the ability of bithiophene units to π-stack vertically with

methanoannulene groups directed outward. This arrangement is unobtainable for

PTMT polymers due to the proximity of bulky methanoannulenes on either end of

each bithiophene moiety. This steric hindrance severely restricts or prevents, ordered

intermolecular coupling and coupled exciton solvation (as seen in other thiophene con-

taining polymers) from occurring with PTMTs. The significant reduction in transient

lifetimes of TI and TO-PTMT aggregates indicates that intermolecular interactions

facilitate relaxation of the involved transients. However, the similarities seen within

their transient absorptive features suggest that similar molecular conformations and

no additional types of transients are generated via aggregation of the PTMT poly-

mers.

4.4.5 Polarization Anisotropy: Substituent Effects and Insights from Ag-

gregation and the Oligomer

Figure 4.8 presents contour plots of the broadband polarization anisotropy

collected via 400 and 480 nm excitation of TTMTT. Figure 4.8a illustrates the BPA

spectrum of TTMTT photoexcited at 480 nm in solution and provides an excellent

reference system for testing BPA methodology. Here, no energy transfer is expected

and the dominant relaxation of the polarization anisotropy should arise from molecu-

lar structural/conformational evolution and rotational diffusion in solution over time.

The overlapping GSB, SE and T1 bands obscure one another, rendering quantitative

assessment of the bands difficult, except the T1 absorption at very late times. By
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contrast, the isolatable NIR absorption provides a more accurate estimate and indi-

cate a very high degree of polarization anisotropy with r0(t, λ) = 0.4. This anisotropy

decays to an offset of 0.13 over a 239 ps lifetime. Though the amplified model suggests

that 0.13 should be a constant offset, this is likely a reflection that molecular rotation

may be slow enough to extend into the ns-regime. Excitation at 400 nm (Figure 4.8b)

yields a reasonably lower initial anisotropy, r(t, λ) = 0.25, which decays towards zero

on a similar timescale 226 ps. One possible explanation of this lower polarization

anisotropy would be that 400 nm is resonant with a higher lying transition whose

dipole is not entirely parallel with the S0 to S1 transition dipole which seems unlikely

given the shape of the UV-Vis progression. It is also possible that a sizable degree

of vibrational relaxation or conformational motion occurs on an ultrafast timescale

upon higher energy excitation.

The polarization anisotropy of the same S1 NIR absorption in TTMTT NPs

(Figure 4.8c) is also initially lower than that seen for solution-phase with r0(t, λ) =

0.307, though the most noticeable difference is that it relaxes towards zero nearly

an order of magnitude faster, with bi-exponential decay lifetimes of 1.6 and 39 ps.

This cannot be due to molecular rotation as the positions within large aggregates

are relatively fixed. Rotation of a chromophore in response to photoexcitation is

possible, but energy transfer through non-parallel intermolecular orbitals is more

likely. Integrated decay traces are presented in conjunction with PTMT anisotropy

data considered below as part of Figure 4.9a.

These same comparisons can be made for each PTMT, though the individual

contour spectra are omitted here and included as Figure 8.3 in Appendix 8.2 for
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(a) (b)

(c)

Figure 4.8: Polarization Anisotropy Spectra of TTMTT: TTMTT BPA contour
plots for (a) 480 and (b) 400 nm excitation of the solution phase and (c) 480 nm excitation
of aggregates

brevity. Instead, decay traces of the anisotropy measured for integrated regions of

the S1 NIR absorption are included as eluded to previously as Figure 4.9. NT and TI

(red and blue traces respectively in Figure 4.9b) show similar tendencies to TTMTT,

with a higher initial polarization anisotropy for 480 nm excitation (0.24 and 0.22,

respectively) than for 400 nm excitation (0.17 and 0.18). These results, as a whole,

coincide with the anticipation that lower frequencies should be limited to exciting

lower energy, more ordered conformers that migrate less readily than regions excited

by higher-energy excitation. Thus, the alignment of the measured transition dipoles

with the excitation dipole, such that every feature encodes an r(t, λ) > 0, results

in every feature exhibiting a lower r(t, λ) when pumped at 400 than when pumped
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at 480 nm. TO (purple, Figure 4.9b) exhibits a substantial difference between 480

and 400 nm excitation as well, with an initial r0(t, λ) of 0.33 and 0.19 respectively.

Interestingly, the 480 nm anisotropy stands out as a portion of it decays with a lifetime

of ≈250 fs to a lower r(t, λ) than seen for 400 nm excitation by 1 ps.
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Figure 4.9: S1 Polarization Anisotropy Decay Traces: (a) solution phase and NP
TTMTT and TI, and (b) solution phase TO-PTMT, NT-PTMT, and PTMTT with sub-
stituents and pump wavelengths indicated by the keys

The anisotropy decay kinetics do not change substantially as the lifetime of

primary decay component for TI and NT only shifts from 469 and 830 to 283 and

1230 ps for 480 and 400, respectively. Polarization anisotropy seen in TO excited at

400 nm persists for significantly longer than when excited at 480 nm, (constant on

this timescale compared to a decay lifetime 220 ps). These relatively long anisotropy

decay lifetimes cannot be ascribed to molecular rotation as that would occur much

more slowly for a prolonged polymeric material than the 230 ps timescale seen in

TTMTT. A component of these longer timescale decreases in anisotropy is the overlap

with growing relative intensity absorbance from triplets formed through ISC, though

comparatively slow energy transfer mechanisms likely also play a factor. For PTMTT,

BPA was only collected using 480 nm excitation and the results agree fairly well with
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NT, despite an initial relaxation of approximately 0.05 akin to that seen for TO.

Given the lack of an accompanying process in its TA spectra (Figure 4.5b), the rapid

<1 ps relaxation seen in the anisotropy of the 480 nm excitation of TO likely does not

result from exciton annihilation or a rapid relaxation of ordered excitations. Instead,

the observation likely indicates that lower energy excitations reorient on an ultrafast

timescale to conformations that stabilize the S1 state and is independent of how

400 nm generated excitons relax structurally.

Examining r(t, λ) of the TI-PTMT nanoaggregates excited at 400 nm com-

pared with solution-phase TI, reveals little change spectrally in response to the pres-

ence of adjacent polymer strands. The anisotropy does decay much more rapidly for

the aggregates, with a singlet band lifetime of 2.7 compared to 830 ps. This decrease

in anisotropy lifetime evidences that significant interaction occurs between adjacent

polymer strands in an aggregated environment, resulting in rapid decay with no ac-

companying shift in the transient absorption profile. Intermolecular energy transfer

is a viable explanation, as migration of the excitation to similar conformers on ad-

jacent polymer strands would support the rapid decline in anisotropy without an

accompanying shift or decline in intensity that would accompany either a confor-

mational reorganization of the molecule or transfer to a different energy-accepting

chromophore. Therefore it is likely that excitations in an aggregated environment

of one of these polymeric materials are able to migrate across reasonable distances

without forming delocalized excitations that span over multiple chromophores (i.e.

polaron pairs discussed previously). Unlike TA, BPA also provides a handle on how

rapidly these dynamics occur and could be combined with estimated PTMT stacking
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behavior units in an aggregated environment to predict how rapidly and the distance

over which energy transfer can occur. Discrepancies in triplet polarization mem-

ory following ISC are beyond the scope of the discussion here but are evident from

comparisons of anisotropy contour plots at later time delays.

4.5 Conclusions

Transient absorption and electronic polarization anisotropies were used to

characterize the photophysics of thiophene-methanoannulene-thiophene polymer sys-

tems. Photoinduced responses and signatures of ultrafast transients were monitored

to develop a better understanding of the steric perturbations introduced by sub-

stituents, how adjusting the excitation energy impacted resulting dynamics, and what

effects aggregation and incident intermolecular interactions had on transient states.

Hexyl side chain substituents twist certain bond angles led to modest spectral shifts

and only minorly impact photodynamics. TTMTT illustrated the presence of PP-like

states not seen for PTMTs. Aggregation of the PTMT polymers caused far more rapid

decay kinetics, but did not result in any additional spectroscopic features or suggest

that new transients were formed intermolecularly. Higher energy excitation gener-

ally led to induction lifetimes of <1 ps and slightly lower polarization anisotropies,

with TO-PTMT showing evidence of heterogeneous domains through discrepancies

in anisotropy relaxation.
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Chapter 5

Photoinduced Electron Transfer within
Supramolecular Donor–Acceptor Peptide
Nanoassemblies under Aqueous Conditions

5.1 Abstract

Photoresponses of peptidic supermolecular assemblies of conjugated oligomers

designed for biological compatibility were interrogated to evaluate their overall effec-

tiveness at prolonged charge separation, estimate distances over which charges could

migrate and separate, and measure charge separation and recombination timescales.

Transient absorption (TA) and broadband polarization anisotropy (BPA) were used

to examine the impact of supermolecular assembly on photoinduced dynamics in

peptide-based 4T-NDI donor acceptor dyads of varying donor-acceptor separation

distances. Photoexcited dyads were shown to engage in donor-to-acceptor charge

transfer, with a substantial increase in charge-pair lifetimes with aggregation (from 5

to 13.7 and >1000 ps lifetimes). TA measurements with mixed assemblies of donor-

acceptor dyads and donor-only controls revealed signatures of excited state energy

transfer or prolonged/long-range charge separation that spanned an average of three
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to four donor units. Charge migration is illustrated to be minimal upon charge sep-

aration by consistent transition polarization anisotropies measured at late delays in

BPA measurements.

5.2 Introduction

π-conjugated systems are noteworthy for their diverse array of intrinsic prop-

erties, not the least of which is the ability to behave as a semiconductor material

for relaying electrical signals, creating localized fields, and facilitating specific reac-

tions. A crucial undertaking in the development of such systems is finding a way

to incorporate them into biologically compatible materials to apply these capabil-

ities in bioelectronics, facilitate cellular processes, and serve as minimally invasive

sensors. Peptidic supramolecular assemblies allow for conjugated materials to be sys-

tematically incorporated into environments in which they can form isolated organic

monitors or interleave within protein and cellular structures to provide access to the

functionality of ordinarily hydrophobic organic molecular units. Here, we discuss

the interrogation of charge transfer systems in which an electron donor is positioned

along a peptidic backbone, between and bound in close proximity to, a symmetrically

spaced pair of electron acceptors added via imidation of lysine residues placed at

set distances from the donor. The intent is to validate the ability of self-assembled

stacks of these donor-acceptor dyads to spontaneously separate charge on an ultrafast

timescale in response to light absorption and characterize the strength, duration, and

mobility of these charge separated states.
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Quaterthiophene (4T) and naphthalene diimide (NDI) were selected as the

electron donating and accepting groups used within the donor-acceptor dyads studied

here. Figure 5.1a shows the molecular dyad and controls units studied here, in which

the 4T electron donor is located between two NDI acceptor or inert control moieties

placed a set number of amino acid groups away, n, leading to the designations DA-n

and C-n for the donor-acceptor dyads and controls respectively. 4T was selected as

synthesis procedures for embedding it within a peptide network had been thoroughly

examined and optimized previously1, while NDI was selected for the ease with which it

could be incorporated into a peptide chain via addition through lysine side-chains and

its favorable electronic state energy levels.2 The dyads were synthesized via a several

step procedure involving N-acylation, exposure to Stille cross-coupling conditions, and

concluded with removal of protective groups and imidation using the NDI acceptor or

inert control group.3–5 Figure 5.1b depicts the specific steps of the synthetic procedure

by which the dyads were generated with details omitted for brevity.

Additionally, NDI was selected as it was anticipated that charge transfer from

excited 4T would occur with minimal energy transfer and inhibited charge recombi-

nation based on the positions of their electronic energy levels relative to one another.

The highest occupied molecular orbitals (HOMO) and lowest unoccupied molecular

orbital (LUMO) of 4T and NDI are qualitatively shown in Figure 5.1c. By design,

photoexcitation of the 4T unit should produce a transient state by which electron

transfer from (Figure 1.3) 4T to NDI but not from NDI to 4T as NDI’s LUMO

lies lower in energy than 4T’s, thereby permitting acceptance of the electron into

the lower level orbital provided there is sufficient overlap. Furthermore, as the 4T
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Figure 5.1: DA-n/C-n Synthesis, Structures, and Energy Levels: (a) DA-n and
C-n structures with separation length indicated by ’n’, representing the number of peptide
groups separating the acceptor/control moiety from the central 4T, (b) schematic for syn-
thesis of DA-n and C-n substituted peptides, (c) qualitative HOMO/LUMO energy levels
of 4T and NDI visualizing charge (blue) and energy (red) transfer

HOMO-LUMO bandgap, the energetic difference between each HOMO and LUMO,

is less than that of NDI, energy transfer in which 4T excitation can relax via deposi-

tion of energy into NDI (Figure 1.2) is discouraged as the interaction would require

more energy than is available (barring multi-photon interactions). Based on this

design principle, any electronic transfer that follows photoexcitation of 4T moieties

117



should only produce NDI− and 4T+ charge separated states, which both have distinct

spectroscopic signatures as seen previously.6,7

Stacking between substituted peptides is controlled in large part by the pH of

the surrounding aqueous environment. The substituted peptides are designed such

that their theoretical structures exhibit C2 symmetry and permit vertical π-stacking

of 4T units tilted by yaw angles typically between 10-30°. An idealized example of this

stacking is shown as Figure 5.2a. In truth, the assemblies are stacked significantly

more randomly than this ideal picture due to entropic effects. The formation of

these extended π-conjugated networks is facilitated by hydrogen bonding networks

established between carefully tailored amino acid groups on adjacent strands. In

neutral and acidic pH’s solutions, the dyads can form relatively long fibular aggregates

as shown transmission electron microscope (TEM) images collected for various dyads

in Figure 5.2b. However, basic environments result in deprotonation of terminal

carboxylic acid groups, whereby the now negatively charged carboxylates repel one

another and disrupt the formation of nearly every aggregate, leading to the isolation

of most peptides in solution. Interrogating and contrasting each aggregation condition

allows for details of the inter- and intra-molecular charge transfer profiles of the dyads

to be explained. Since formation of persistent charges could not be identified from

steady-state UV-vis measurements, broadband ultrafast transient absorption (TA)

spectroscopy can be used to probe the formation of charged species and assess how

the properties of the dyad structures control charge separation and recombination

kinetics when they are assembled versus unassembled in aqueous solutions.

Evidence elicited from steady state photoluminescence of mixtures of DA-n
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Figure 5.2: Dyad Stacking, Aggregates, and Photoluminescence: (a) idealized
rendition of dyad assembly with adjacent 4T units stacked with a yaw angle offset of 10°,
(b) TEM images of DA-6, DA-3, and DA-2 fibrous supramolecular assemblies, and (c)
photoluminescence of 4T control molecules with increasing mol% of dyad unassembled (1
and 3) vs. assembled (2 and 4)]

and C-n molecules has shown the potential for energy migration between assembled

4T groups. Figure 5.2c shows fluorescence data collected for pure C-2 (red) through

mixed ratios with increasing amounts of DA-2 to pure DA-2 (blue) for unassembled
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(1) and assembled (2) molecules. The dotted spectra from the mol% plots of unassem-

bled (3) and assembled (4) show the relative integrated fluorescence quantum yields

as a function of mole percentages of dyad. Here, relative fluorescence quenching

is constantly greater in the case of the assembled dyad mixtures in comparison to

those in isolation, indicating the potential for 4T to shuttle excitation energy along

an assembly from control to dyad sites whereby charge separation can occur and

quench singlet excitons that would otherwise luminesce. Other factors can lead to

this same behavior though, namely the ability of NDI to disrupt stacking or modify

relevant chromophores. Thus, to confirm the presence of energy transfer the ultrafast

behaviors of mixed assemblies can be explored. Proportional control:dyad random

assemblies can be prepared to determine the extent to which excited state transients

can migrate along 4T stacks (if at all) before charge separating. Finally, broadband

polarization anisotropy (BPA) can be used to track the positions of various transients

within the assemblies and predict how far charges (predominantly 4T+) can migrate

and on what timescales these phenomena will occur.

5.3 Experimental Methods

4T-NDI peptidic dyads with synthesized by Allix Sanders of the Tovar group to

incorporate a pair of NDI moieties spaced symmetrically about a centrally positioned

4T moiety separated by various numbers of amino acids as seen in Figure 5.1a. Each

dyad is labeled as DA-n, with n signifying the number of amino acid groups separating

the donor from the acceptor (or control moieties) as stated above. DA-2 and C-2
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were the primary molecules examined within this study and are shown as the bottom

molecule in Figure 5.1b. Each solid sample was dissolved in DI-water, as received,

to a concentration of approximately 0.02 mg/mL. These samples were then split in

half with an equivalent amount of 0.1 M hydrochloric acid (HCl) added to one and

0.1 M potassium hydroxide (KOH) to the other (several drops) such that the pH of

each sets was <4 and >10, respectively. Mixed assemblies of DA-2 and C-2 were

prepared by combining stoichiometric ratios of solutions of a common concentration,

adding a small amount of KOH to fully deprotonate and unassemble both molecules,

and then stirring in enough HCl to reduce the pH below four to re-induce randomized

assembly. While ionic strength is a significant factor in determining how these peptidic

molecules assemble, this property of the solution was not tightly controlled as part of

the preparation methodology for these samples.

TA and BPA spectroscopies were applied in accordance with details provided

in Chapter 2. The 4T moiety was photoexcited using 400 and 480 nm pump pulses

and probed for changes in transient absorptivity with broadband continua over the

range of 425-1150 nm. A modified singular value decomposition (SVD) analysis,

akin to global analysis (GA), was performed with transient spectra of both isolated

and assembled DA-2 to extract the spectral and temporal characteristics of each two

component system. Descriptions of the mathematical techniques used in analyzing

this data are presented in Section 2.5 or included as necessary to accompany results

below.
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5.4 Results and Discussion

5.4.1 Transient Absorption of Dyads and Spectral Component Isolation

and Characterization

Figure 5.3 presents the spectral dynamics of (a) unassembled and (b) assem-

bled DA-2 dyads in aqueous solution following 400 nm excitation. This excitation

wavelength approaches the absorption onset for NDI, and while control measure-

ments were conducted at 480 nm, the red side of the steady-state 4T spectrum, the

similarity in the spectral dynamics observed at the two excitation wavelengths sup-

ports that the 4T moiety is still selectively excited by the 400 nm pulse. Variations in

spectral dynamics with excitation fluence were also examined to ensure that spectral

dynamics were not a result of two-photon excitation or dynamics of biexcitations. Five

transient spectral features can be identified from this spectral progression: a negative

signal below 475 nm corresponding with bleaching of the 4T ground-state absorption

band (GSB), three transient absorption (TA) bands centered at approximately 500,

670, and 1100 nm, and a rather broad absorption band centered around 775 nm.

All features appear almost immediately upon excitation. Whereas the broad feature

centered at 775 nm disappears within a few hundred femtoseconds (fs), the other

features persist and concomitantly decay on a longer 5 picosecond (ps) timescale.

Figure 5.4 presents principal spectral and kinetic components obtained from a

modified SVD algorithm applied to the data presented in Figure 5.3. These extracted

components validate the presence of two primary spectral patterns upon excitation
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(a) (b)

Figure 5.3: Transient absorption spectra of DA-2 dyads: (a) unassembled (b)
assembled with ∆t color key shown to the right

with associated kinetic behaviors. Figure 5.4a reveals that the broad band centered

near 775 nm with a corresponding GSB signal decays within the first picosecond af-

ter excitation and resembles the spectrum of isolated 4T photoexcited to its S1 state

as measured in previous works.8–10 By contrast, the remaining bands closely match

signatures corresponding to reduced NDI or oxidized 4T. The 500 nm band and shoul-

der at 750 nm match features in the spectra of NDI−,6,11 while the band at 670 nm

matches the well-known absorption band of 4T+.7 The near infrared (NIR) absorptive

band at 1100 nm is thought to be a combination of signal due to both oxidized 4T and

a reduced NDI dimer.8? The presence of these bands and their simultaneous decay

with concomitant recovery of the 4T bleach indicate that photoexcitation induces

charge separation between the donor and acceptor moieties within the unassembled

dyad. Charge recombination then occurs on the aforementioned 5 ps timescale.

There are no spectral or temporal signatures suggesting that peptide regions

serve as charge acceptors or donors at any point following excitation. However, prin-

cipal kinetic components plotted in Figure 5.4b demonstrate that charge separation

occurs from the photo prepared excited state via two modes. A portion of the charge
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(c) (d)

Figure 5.4: Isolated Components from SVD analysis of DA-2 TA Spectra: (a)
unassembled and (c) assembled DA-2 spectral profiles and (b) unassembled and (d) assem-
bled associated kinetic progressions with applied regression traces

transfer transients are formed promptly, i.e. within the time resolution of the ex-

periment, while the rest are formed on a delay corresponding to the decay timescale

of ≈270 fs ascribed to relaxation the S1 excited state of 4T. The observation of two

modes for separating charge suggests that conformation or charge of the bridging pep-

tide impacts the electronic coupling between the 4T and NDI moieties. The transients

in Figure 5.4b also reveal that charge separated species recombine predominantly on

the 5 ps timescale, with only a small fraction (≈4%) persisting onto a nanosecond

timescale. Observation of two recombination timescales may reflect differences in

the reorganization energy for charge recombination due to peptide conformation or

charge. However, the possibility that a fraction of the dyads assemble in solution
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even under basic conditions may provide an alternative explanation.12

Characteristic decay timescales of the local 4T excitation and charge-separated

pairs were obtained as principal components through an SVD procedure similar to

GA. Equations 5.1 and 5.2 provide the kinetic models of the system to to facilitate

separation of component spectra due to each state. S(t) corresponds to the short-

lived S1 state of 4T, whereas CS(t) corresponds to the coupled charge-separated

state (4T+/NDI−). Table 5.1 presents values of fitting parameters determined for

kinetic models involving exponential decay functions convoluted with the temporal

instrument response. The rise in the CS signal for unassembled and assembled DA-2

was fit with an approximately 270-fs rise observed from the decay of S1 4T.

S(t) = fSe
(−t/τS1) (5.1)

CS(t) = fCS1e
(−t/τCS1) + fCS2e

(−t/τCS2) (5.2)

Figure 5.3b shows the transient spectral dynamics observed following 400 nm

excitation of a suspension of assembled DA-2 dyads in aqueous solution. The shapes

and positions of the transient spectra are qualitatively similar to those observed with

unassembled dyads, except that the 500, 670, and 1100 nm transient bands associated

with charge-separated species are red-shifted by 20-25 nm and broader. Furthermore,

4T’s short-lived S1 absorption also extends over throughout the spectral NIR and

overlaps the absorption of NDI− around 1125 nm. This breadth and substantial

redshift in the 4T absorption features are consistent with stacked chromophores in

assemblies.8
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Unassembled 95% CI Assembled 95% CI
fCS1 0.958 0.893-1.057 0.585 0.461-0.709

τCS1 (ps) 4.84 3.35-6.35 13.7 6.4-26.2
fCS2 0.042 -0.012-0.097 0.415 0.286-0.0544

τCS1 (ps) Constant — 1106 461-Constant
τS1 0.269 0.203-0.305 0.276 0.228-0.330

Table 5.1: DA-2 Component Kinetic Fit Parameters

Figures 5.4c and 5.4d present the corresponding principal spectral and kinetic

components, respectively, obtained through the same SVD related procedure used

previously for unassembled dyad spectra. Spectral components plotted in Figure 5.4c

are highly similar to those obtained with unassembled dyads. Furthermore, the sig-

nature of S1 4T decays on comparable time scales for both cases, once again around

270 fs, suggesting that charge-transfer dynamics are similar in the two environments

and that any energy transfer along the 4T core of an assembly may be limited by the

rate of ultrafast charge separation. In contrast, the kinetics of charge recombination

differs markedly: whereas recombination occurs on picosecond time scales in unassem-

bled dyads, roughly 40% of separated charges persist for timescales of hundreds of

picoseconds to nanoseconds in assemblies (Table 5.1). This observation indicates that

4T stacking (and potentially NDI stacking) provides the ability for charge pairs to

migrate or separate over prolonged intermolecular distances along the assemblies. Al-

ternatively, assembly of the dyads may change the driving force or reorganization

energy for charge recombination of proximal charge pairs. Nonetheless, these results

demonstrate that an increase in the charge-separation lifetime is achieved through

aggregation.
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5.4.2 Comparisons to Other Dyads and Dyad/Control Mixtures to Identify

Energy Transfer

Only modest differences in the transient spectral dynamics are observed for

both unassembled and assembled dyads upon increasing the excitation wavelength

to 480 nm and with no appreciable change in excited-state and charge-pair lifetimes

(Figure 8.4). Figure 5.5a shows that there is little to no fluence dependence is observed

in the spectral dynamics measured in assembled DA-2, as the signals maintain a

constant spectral shape and fairly consistent decay lifetimes over a wide range of

excitation fluences. This confirms that the charge separation observed for DA-2 is

not due to two-photon transitions or exciton annihilation and is reflective of the

photodynamics of the dyad in applications involving lower fluences or peak powers. By

contrast, the transient spectra of C-2 control assemblies exhibit signatures of 4T+ at

high fluence and long-lived 4T S1 signal at lower fluences as shown in Figure 5.5b and

seen previously.13 This demonstrates that donor-acceptor charge separation competes

with and likely dominates multi-photon excitation and annihilation mechanisms along

the 4T core within the dyad systems.

Transient absorption data was also collected for dyad structures with longer

separation distances. The spectroscopic signatures and dynamics of DA-2 are highly

representative of the structures with longer separation distances. Transient absorption

spectra associated with DA-3 and DA-6 (unassembled and assembled), as shown in

Figure 8.5, show no substantial spectral differences relative to DA-2. Comparisons of

the time-dependent traces from integrated regions associated with 4T+, NDI−, and
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(a)

Pump 
Fluence
(µJ/cm2) 

(b)

Figure 5.5: Fluence Dependence of DA-2 and C-2 Excited at 400 nm: (a) assem-
bled DA-2 and (b) assembled C-2

S1 4T absorbances for the various dyad structures are included as Figure 8.6. These

decay traces show few differences amongst different separation lengths other than

that unassembled DA-2 exhibits a longer-lived population of S1 (out to a nanosecond

timescale) not seen in DA-3 or 6. Spectral dynamics and their time dependence do

not vary substantially across the set of unassembled or assembled dyads, regardless

of the length of the bridging peptide (and therefore the donor-acceptor separation).

Hence, we conclude that the dynamics of photoinduced electron transfer and resulting

recombination are not impeded by D-A distance on the length scales of the peptide

linkers assessed here, and our general conclusions about charge-transfer in isolated and

assembled dyads are valid for all three structures. Figures associated with differences

in pump wavelength and comparisons to DA-3 and DA-6, referenced here, are included

in Appendix 8.3

Figure 5.6 presents absorption transients collected at 1100 nm under equivalent

excitation fluences for control (C-2), dyad (DA-2), and mixed (C-2/DA-2) assemblies

with raw spectra shown as (c), (e), and (d) of Figure 8.4, respectively. Significantly
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different time dependence is observed at this probe wavelength for control and dyad

assemblies, shown as the green and blue points and fit lines, respectively. TA from a

randomly assembled of a 1 : 9 DA-2 : C-2 mixture exhibits intermediate behavior and

is given by the yellow symbols and fit line. The intensity decay at this wavelength for

mixed assemblies cannot be recovered through a 10-90% proportionate linear com-

bination of the control and dyad traces (black dashed line). Rather, a 39%-61%

combination of these pure-assembly transients (red dashed line) is necessary to ad-

equately match the data observed experimentally for the mixed assembly system.

This comparison indicates that photoexcitation enables some degree of delocaliza-

tion or energy transfer and supports observations from steady-state measurements

(Figure 5.2c). On statistical grounds, using Poisson statistical modeling, this sug-

gests that excitations leading to the charge transferred transient exhibit an effective

average delocalization of three to four donor moieties.14,15

5.4.3 BPA and Comments on Prevalence of Charge Migration

BPA was also conducted on DA-2 to interrogate the extent of energy or charge

migration within the assembled units prior to and after charge separation, respec-

tively. Figure 5.7 shows decay traces taken from visible and NIR absorption bands

within BPA spectra of assembled DA-2 using excited at 400 nm. Table 5.2 contains the

relative anisotropies and their relaxation timescales for the bands located at 690 and

1125 nm seen from Figure 5.3b. Previous literature findings support the assignments

of the visible and NIR bands as being associated with the 4T+ and a combination of
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Figure 5.6: DA-2, C-2, and 10:90 Mixture Decay Trace Comparison: dashed lines
represented linear combinations corresponding to a binary mixture of signatures based on
number density (black) and one fitted to experimental data empirically (red).

4T+ and NDI− components, respectively which can help in providing plausible expla-

nations for how to intrepret parameters determined from associated fits. Namely, the

six-fold faster and greater in magnitude recovery of the anisotropy of the band only

associated with 4T+ suggests that the positive hole is capable of migrating much more

rapidly and to a greater extent than the comparable process within the NDI− polaron.

This discrepancy agrees with conclusions derived previous results showing evidence

of energy transfer, that a sizable amount of 4T π-orbital overlap facilitates migration

of associated states. Similarly the result suggests that NDIs either do not exhibit the

same π-overlap, do not stack as effectively, or do not move as much following charger

transfer. The comparable long lived anisotropies indicate that the charge pairs re-

main relatively static onto the nanosecond time domain, and that at this point it may

be possible for the 4T+ polaron to migrate independently of the co-stabilized NDI−
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polaron which (by comparison) remains more static. The timescale associated with

the NDI− polaron anisotropy relaxation is an order of magnitude slower than that

of the 4T+, but can be considered constant as the measurements are only collected

out to 1 ns and cannot precisely estimate such lengthy timescales. BPA provides

key evidence that charge migration along the β-sheet assemblies is minimal and that

significant charged transient dipole shifting occurs mostly within the timeframe of

additional charge pair formation less than 1 ps after photoexcitation.

Figure 5.7: Polarization Anisotropy of DA-2: integrated decay traces of BPA collected
for assembled DA-2 in regions ascribed to the visible and NIR absorption bands of the
charge transfer state. Both wavelength regimes indicate a rapid relaxation of a portion of
the anisotropy on a 0.5-3 ps timescale with greater than half of the anisotropy (and >0.1)
persisting onto a ns timescale.

670-710 nm 1100-1150 nm
r1 0.12 0.04

τ1 (ps) 0.47 2.97
r2 0.14 0.14

τ2 (ps) 2650 21700

Table 5.2: DA-2 Anisotropy Decay Parameters
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5.5 Conclusions

We have studied several variations of a novel donor-acceptor π-peptide hybrids,

which can self-assemble to form undirectional, fibrous nanoassemblies in aqueous me-

dia. These peptidic dyads undergo photoinduced electron transfer from the initially

excited, 4T donor to the peripherally attached NDI acceptor moieties, as demon-

strated explicitly by TA spectroscopy. Electron transfer is observed to occur in part

promptly, i.e. (<100 fs within instrument response) as well as on a delay of 270 fs

corresponding to relaxation of the S1 state of 4T for assembled and unassembled

dyads. This suggests that structural heterogeneities (e.g., conformation or peptide

charge) likely impact charge-separation dynamics. Additionally, assembly of donor-

acceptor hybrids yields a one to two order of magnitude increase in the resulting

charge-separation lifetime, with charges persisting into the nanosecond regime. Co-

assemblies were used to dilute the key donor-acceptor unit within a matrix of energy-

harvesting donor peptides and provided an avenue for directing energy migration

through this nanostructured matrix to a more remote acceptor site. Enhancement

of the charged transient signatures which were disproportionate to a composition

of dyad and donor-only control molecules supports steady-state quenching of pho-

toluminescence from the donor and validates/clarifies the associated energy transfer

processes. Overall, supramolecular platforms offer the unique possibility of merging

electric-field creation into biologically relevant nanomaterials and have been shown

to viably generate long lived internal electric fields upon photoexcitation as a result
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of these ultrafast spectroscopic studies.
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Chapter 6

Photoinduced Energy Transfer within
Aqueous Co-assemblies of Conjugated
Poly-Electrolytes

6.1 Abstract

Transient absorption (TA) studies were conducted the conjugated polyelec-

trolytes (CPEs) poly-([fluorene]-alt-co-[phenylene]) iodide (PFPI), potassium poly-

alkylcarboxythiophene and their complexes (CPECs) in aqueous solutions to inves-

tigate the kinetics of exciton energy transfer (EET). Pure and mixed (PFPI-PTAK)

assemblies of PFPI (donor) and PTAK (acceptor) in varying proportions were ex-

cited at 360 nm to preferentially excite PFPI and 600 nm to selectively excite PTAK.

The fluence dependence associated with CPECs selectively excited at 600 nm were

observed to vary with donor:acceptor (charge) ratio, reflecting morphological changes

in the PTAK component with assembly composition. Comparison of a predominantly

PFPI-based CPEC excited at 360 nm, PFPI excited at 360 nm, and the PTAK com-

ponent of the same CPEC selectively excited at 600 nm provided clear evidence of

ultrafast EET from PFPI to PTAK in CPECs.
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6.2 Introduction

Developing photosystems that efficiently absorb light to drive energy and elec-

tron transport in order to harvest solar energy is a grand challenge for the pho-

tophysics community. Conjugated organic materials that emulate biological light-

harvesting systems and can be manufactured on a commercial scale have remained

of particular interest in this regard.1,2 Although much work has been done with or-

ganically processed materials and devices, a natural extension for light harvesting

compounds is to improve the feasibility of processing them in aqueous environments,

particularly by designing them as part of water-soluble hierarchies.3–5 In this way, con-

jugated poly-electrolytes (CPEs) combine polymeric chromophores possessing useful

electronic properties with chargeable end groups that facilitate dissolution and com-

plexation in aqueous solutions.

The goal of the work presented herein was to evaluate how stacking and inter-

molecular interaction between two components of energy donor-acceptor CPE com-

plexes (CPECs) impact their potential for energy harvesting. Figure 6.1a presents the

structures of poly-([fluorene]-alt-co-[phenylene]) iodide (PFPI) and potassium poly-

alkylcarboxythiophene (PTAK). These CPEs are highly complementary for light-

harvesting applications given their relative electronic bandgaps: Figure 6.1b shows

the absorption spectra of PFPI and PTAK as well as the photoluminescence spectrum

of PFPI. The strong overlap between the emission spectrum of PFPI and the steady

state absorption of PTAK indicates that energy emitted by PFPI can be absorbed by
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PTAK. If the two are assembled within reasonable proximity, Förster energy transfer

(Figure 1.2) from photoexcited PFPI to PTAK via electronic energy transfer (EET)

should be feasible. Other supramolecular assembles have been constructed based on

this design principle, and highlight the ability for energy transfer between phenylene

and thiophene-based moieties.6 As PTAK and PFPI are oppositely charged, they

can be carefully mixed in solution to form CPECs. PTAK and PFPI have been

predicted to stack orthogonally in complexes due to electrostatic attraction between

their oppositely charged side chains.

In fact, previous measurements of steady state fluorescence from PFPI:PTAK

CPECs have shown that EET is possible from the PFP chromophore to the PTA ac-

ceptor based on the quenching of PFP and enhancement of PTA emission in response

to selective photoexcitation of PFP.7 Figure 6.1c shows steady state photolumines-

cence spectra collected for several preparations of PFPI, PTAK, and mixed CPECs.

Addition of as little as 20 %wt PTAK to a PFPI electrolyte solution quenches nearly

all of the PFPI’s fluorescence and yields a sizable PTAK photoluminescence signa-

ture. Notably, PTAK fluorescence is significantly shifted in the case of excitation of

and EET from PFPI, which may reflect the impact that PFPI has on local PTAK

ordering and interactions that impact its emission characteristics (e.g. formation of

aggregates) rather than any energetic discrepancies arising from the source of PTAK

excitations.

Though this evidence illustrates EET quite clearly, steady state measurements

do not fully explain the photodynamics of this process, including underlying ultrafast

kinetics and what conditions are both necessary and optimal for EET. In light of

137



a) b)
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Figure 6.1: PFPI and PTAK Steady State Properties: (a) molecular
structures of a) poly((fluorene)-alt-co-(phenylene) iodide (PFPI) and b) potassium
poly(alkylcaroxythiophene) (PTAK)7, (b) UV-Vis steady state absorption spectra of PFPI
and PTAK7 where dark blue and orange veritcalarrows show 360 and 600 nm excitation
respectively, (c) fluorescence emission spectra of (A) PFPI, (B) PTAK, (C) CPEC 99:1,
and (D) CPEC 80:20 as a function of excitation wavelength.7

this, further examination using ultrafast spectroscopies has the potential to deter-

mine the timescales over which EET occurs, for what ratio the process may be the

most efficient, and to establish more accurate characterizations of CPEC structure

and intermolecular dynamics. Transient absorption (TA) can also yield information

pertaining to the nature of transients produced in pure and mixed CPE environments.

6.3 Experimental

CPEC solutions were prepared and provided by the Ayzner group (UCSC) at

fixed concentration ratios ranging from 20:80 to 80:20 %wt PFPI:PTAK in increments
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of 20% (labeled as CPEC n:100-n (%wt’s)). Pure PFPI and PTAK controls, labeled

as PFPI- or PTAK-n, were also provided at each incremental absolute concentration

loading used to prepare each CPEC. As the interaction between individual CPEs is

not dependent on concentration, PFPI-40 and PTAK-60 were selected as controls to

measure the pure CPE photophysics of each based on their optical densities. Elec-

tronic absorption characteristics were verified by UV-Vis spectra. Solutions were

used as received and transferred to stirred 2mm path length cuvettes for ultrafast

spectroscopic measurements.

TA was conducted using the experimental set-up described previously in Sec-

tion 2.4 with 360 and 600 nm excitation wavelengths to be preferentially and solely

resonant with the electronic absorbances of PFPI and PTAK, respectively, as shown in

Figure 6.1b. 600 nm only corresponds to resonance with the PTAK while 360 nm oc-

curs at the wavelength where the PFPI:PTAK ratio of absorbance cross sections is the

highest, ranging from 0.6:1 to 25:1 for 20:80 to 80:20 CPEC. TA measurements were

collected with fluences ranging from 3 (low) to 400 µJ/cm−1 (high). Data collected

at lower fluences (15 µJ/cm−1) was weakly impacted by multi-photon excitations of

PTAK which complicate the analysis of EET dynamics. However, comparison of data

collected at low and high fluences provide a window into the nature of intermolecular

interactions between neighboring CPEs. Of the samples studied, only CPEC 40:60

showed degradation in response to prolonged experimentation, which was assumed to

be predominantly due to passage of time since rather than incident exposure to fem-

tosecond photoexcitation. TA was collected over the probe range of 450-1150 nm as

two sequentially collected spectra (450-800, 800-1150 nm) scaled relative one another
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to match and correct for modest discrepancies between the pump alignment or laser

power fluctuations between measurements.

6.4 Results and Discussion

Figure 6.2 presents TA spectra obtained by exciting several samples with a

range of PTAK compositions from pure PTAK-60 (Figure 6.2a) to 80:20 CPEC (Fig-

ure 6.2d) with 600 nm light to elicit the photophysical dynamics associated with direct

excitation of PTAK in these various supramolecular environments. Without PFPI

present, or with only very little present as is the case with 20:80 CPEC (Figure 6.2b),

the transient spectra obtained are similar to those of thiophene assemblies presented

in previously (Figure 3.2). Specifically, spectra include a ground state bleach with

clear vibronic features (GSB) below 600 nm, a visible absorption feature at 650 nm

arising from coupled polaron pair states, and a broad absorbance due to isolated

charge separated states centered at 1025 nm. S1 singlet excitons are also present to

some extent at longer wavelengths, peaking further into the NIR. Only subtle dif-

ferences in relative peak heights are seen in comparing transient spectra obtained

with PTAK-60 to 20:80 CPEC. By contrast, 60:40 and 80:20 CPECs (Figures 6.2c

and 6.2d) exhibit distinctly different transient spectral shapes and evolution: the

signature of charge separated polaron and polar-pair species are no longer present,

but rather an absorbance centered further into the NIR (>1150 nm and is consistent

with the singlet exciton absorption of polythiophenes) now dominates the transient

spectrum. For these, the PTAK GSB signature is slightly blue-shifted by ≈10 nm but
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still exhibits evidence of an underlying vibronic progression and a band due to stimu-

lated emission (SE) is now visible around 650 nm. At the longest pump-probe delays

examined, the broad spectrum of the triplet exciton centered at 900 nm appears for

80:20 CPEC and persists onto a nanosecond timescale.

These results illustrate the effect that PFPI CPEs have on disrupting the in-

termolecular ordering of PTAK strands in solution. This alteration to PTAK stack-

ing behavior impedes the formation of charge-separated species associated with H-

aggregate formation amongst conjugated thiophene domains. Rather, steady state

emission indicates that these are replaced by J-aggregates upon mixing with PFPI.

Previous comparisons made between the photoluminescence spectra of pure PTAKs

and CPECs of varying proportions consistently reflect an increase in the 0-0/0-1 ra-

tio of vibronic peak intensities with added PFPI7, suggesting the disruption of H- in

favor of J-aggregates.8 The spectra from Figure 6.2 then indicate that J-aggregate

domains favor population of singlet excitons over polaron formation potentially by

destabilizing the latter. Figure 6.2e plots decay traces of an integrated region from

the NIR singlet absorption to show the differences in kinetics between pure PTAK

and each CPEC. Significantly longer lifetimes are observed for the predominantly

J-aggregate domains found in 60:40 and 80:20 CPECs (≈15 and 30 ps) compared to

the H-aggregate domains of PTAK-60 and 20:80 CPEC (both approximately 6 ps).

These spectra provide a frame of reference for comparison to transient spectra ob-

served following preferential excitation of PFPI within these complexes and illustrate

what spectral and kinetic effects can be expected following EET.

Correspondingly, Figure 6.3 displays TA spectra collected for pure PTAK
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(a) (b)

(c) (d)

(e)

Δt (ps)

Figure 6.2: 600 nm Transient Absorption of CPECs and Integrated Traces: (a)
PTAK-60, (b) CPEC 20:80, (c) CPEC 60:40, (d) CPEC 80:20, and (e) decay traces of
PTAK and CPEC NIR integrated over 850-1100 nm

(6.3a) and various PTAK-heavy CPEC compositions (6.3b, 6.3c, and 6.3d), following

low fluence excitation at 360 nm. The pure PTAK sample (6.3a) exhibits features

similar to those seen for 600 nm excitation but with delayed and prolonged kinetics,

namely a several hundred fs induction to the coupled transient signals with decay life-

times that are approximately 50% longer. Comparisons of pure PTAK to 20:80 CPEC
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(6.3b) show few noteworthy differences, with the GSB (blue) shifting to slightly lower

wavelengths and the visible TA band decreasing in intensity. As the absolute PTAK

absorption dominates the PFPI absorption at 360 nm in the 20:80 composition, these

differences should arise principally from disruption of the PTAK H-aggregate domains

rather than photophysics induced by direct interaction with or energy transfer from

photoexcited PFPI. While the influence of the latter cannot be entirely ruled out,

the observed changes in PTAK photophysics are comparable to direct PTAK exci-

tation (600 nm) of PTAK-60 and 20:80 CPEC (Figures 6.2a and 6.2b), indicating

that the initial disruption of H-aggregation is mostly responsible rather than EET for

the observed differences or PFPI based signals. A weak, broad, and long-lived fea-

ture appearing around 900 nm also persists onto relatively long timescales, eventually

becoming a very prominent feature within the transient spectra of 40:60 (6.3c). Com-

paratively, the absolute spectrum of the 40:60 mixture is characterized by relatively

intense infrared (IR) signatures and a smaller, unstructured PTAK GSB, though the

former is likely due to discrepancies in collection conditions and scaling the visible to

near-IR (NIR) regions. 60:40 CPEC (6.3d) shows spectral shapes largely similar to

40:60 but with the same relative intensities between the NIR absorption and GSB as

were seen in 20:80, suggesting the disagreement by 40:60 CPEC to be an acquisition

anomaly.

Similarly, Figure 6.4 presents TA spectra corresponding to low fluence, 360 nm

excitation of PFPI-40 and CPEC 80:20 (6.4a and 6.4b). The TA progression shown

in Figure 6.4a reflects the dynamics of pure PFPI, namely a GSB below 500 nm, S1

sharp TA absorptive feature and shoulder at 725 and 550 nm, and significantly weaker
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Δt (ps)

Figure 6.3: 360 nm Transient Absorption of PTAK and PTAK-dominant
CPECs: (a) PTAK-60, (b) CPEC 20:80, (c) CPEC 40:60, and (d) CPEC 60:40

and relatively unstructured broadband absorption across the NIR. With PFPI hav-

ing a nine-fold higher relative cross section than PTAK in the 60:40 complex (6.3d),

this is the first sample in which these PFPI excited state transients are barely dis-

cernible, if only as a narrow, slight absorption at early times around 750 nm and

positive shoulder at intermediate times near 650 nm. Interestingly, despite strong

favorability for excitation of PFPI over PTAK in 60:40 CPEC, PFPI singlet signa-

tures do not dominate the overall transient spectrum indicating that PFPI transients

are quenched very rapidly, probably as a result of PFPI to PTAK EET or rapid in-

ternal conversion and non-radiative relaxation of PFPI transients adjacent to PTAK

CPEs. Upon increasing the PFPI:PTAK ratio of the CPEC to 80:20, the PFPI tran-

sient features dominate the resulting TA spectra as seen in Figure 6.4b. The PTAK

GSB (500-600 nm) and S1 NIR absorption (>850 nm) remains prevalent and persists

144



for approximately the same timescale as observed in the PTAK dominated samples.

Other less intense regions of the PTAK absorptive features are likely present as well

but are obscured by stronger PFPI absorptions. The NIR absorption of PTAK sin-

glet at the high wavelength (red) edge of the spectrum dominates until later times

(100s of ps), at which point the signal decays and now resembles PFPI with the long

lived feature seen in the other CPECs (40:60 and 60:40) slightly above 900 nm. This

long-lived signal in the NIR also seems more intense here than it was for 60:40 and

relaxes more rapidly at the end of the one nanosecond time window explored here.

(a) (b)

(c)

Δt (ps)

Figure 6.4: 360 nm Transient Absorption of PFPI and CPEC 80:20 and Inte-
grated Traces (a) PFPI-40, (b) CPEC 80:20, and (c) decay traces of PTAK, CPEC, and
PFPI NIR integrated over 850-1100 nm

Direct comparison of these spectra reveals several features that evidence EET.

Firstly, if no EET occurred between PFPI and PTAK, one might expect the PTAK
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bleach signal to decrease according to what a number density argument would suggest,

i.e. as the higher absorption cross section PFPI absorbs 38, 77, 90, and 96% of

excitation fluence for 20:80 through 80:20 respectively, the intensity of the PTAK

GSB signature should decrease markedly as fewer thiophene domains are directly

excited. However, this pronounced drop-off in bleach signal is not seen, indicating

that thiophene transients are prepared by means other than direct excitation, namely

EET from excited PFPI. The timescale for the recovery of the PTAK bleach also

lengthens, although this may not be strictly attributed to EET and could rather be

linked to the disruption of H-aggregate thiophene domains (seen in the shifting of

the bleach spectrum) as a result of coupling between CPEs. Additionally, the long

lived species absorbing at 900 nm is most prevalent in 40:60 through 80:20 (slightly

in 20:80) is likely a sign of T1 absorption following triplet formation on the PTAK

as the feature is located where a conjugated thiophene triplet has been observed in

poly-3-hexylthiophene (P3HT) films.9 As this feature is only seen for aggregated films

of regiorandom (RRa-) rather than regioregular (RR-)P3HT (in which intermolecular

order facilitates H-aggregate formation) the absence of this supposed triplet from

spectra of H-aggregated thiophene domains in predominantly PTAK based CPECs

(and pure PTAK) is likely the result of such ordering and a plausible explanation.10

We can further validate EET from PFPI to PTAK and extract some details on

EET kinetics through quantitative comparisons of a weighted contribution of PFPI-

only (360 nm) and PTAK-only (600 nm) transients to mixed CPEC data collected at

360 nm. A weighted combination of the first two spectral progressions reflect what can

be expected if no EET occurs, (barring energy dependence of PTAK excitation seen
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to be minimal by the similarities exhibited by Figures 6.2a and 6.3a) where spectral

transients should only reflect the fraction of each component excited at 360 nm. The

PTAK-only data was collected via photoexcitation of the 80:20 CPEC at very low

fluence 600 nm excitation to be resonant only with PTAK and elicit kinetic evidence of

the production of PTAK transients following photoexcitation in a CPEC environment.

Although we are unable to show that 360 and 600 nm excitation of the PTAK phase

in this CPEC have strictly identical transient spectral behaviors, they are similar

given that Figures (6.2a and 6.3a show markedly similar photoresponses to excitation

of pure PTAK at either wavelength.

Figure 6.5 shows spectral waterfall plots (6.5a and 6.5b) and kinetic traces

(6.5c) resulting from this analysis. Comparison of pure PFPI (Figure 6.4a) to a

system in which PFPI is the predominant species, 80:20 CPEC (Figure 6.4b), reveals

a prominent difference in the NIR portion of the TA spectra. Specifically, much more

of the 80:20 CPEC NIR signal is seen along the red edge of the spectrum (>1100 nm),

eventually decaying to reveal the long-lived PTAK triplet underneath. If it is assumed

that the isolated PFPI signatures do not shift in response to the presence of PTAK

(i.e. the presence of PTAK does not disrupt PFPI transient structures leading to an

energetic shifting of this broad absorptive feature), then a weighted subtraction can

be performed to remove the pure PFPI component from the 80:20 CPEC TA spectra.

The pure PFPI was weighted such that the peak intensity of its primary absorptive

feature at 725 nm was identical in intensity to the equivalent band from 80:20 CPEC,

to account for differences in pump fluence, sample composition, relative absorptivity,

and other experimental conditions between measurements. This relative subtraction
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yielded the set of spectra shown in Figure 6.5a and can be compared directly to PTAK

transients collected from 600 nm excitation of 80:20 CPEC in Figure 6.5a (similar to

Figure 6.2d but collected at a slightly lower fluence).

(a) (b)

(c)

Δt (ps)

Figure 6.5: PFPI Subtraction and Energy Transfer Isolation from TA: (a) CPEC 80:20 −
PFPI-40 (weighted), (b) CPEC 80:20 TA (600 nm excitation), and (c) integrated Kinetic
Traces (1050-1125 nm)

Both spectra contain an absorption band further into the NIR at >1150 nm

(the PTAK S1) accompanied by PTAK GSB and SE at 560 and 650 nm, respectively.

The PTAK T1 absorption subsequently grows in over the course of 100s of picosec-

onds in Figure 6.5a, though not appreciably in Figure 6.5b. If EET did not occur,

this subtraction should reveal the same spectral profile and kinetics obtained by di-

rectly exciting the 80:20 CPEC with an excitation wavelength solely resonant with the

PTAK component. The weighted subtraction spectrum does contain highly similar
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features but also evidences a slower decay along the red-edge of the NIR (>1100 nm)

seen via direct excitation. Decay traces obtained by integrating each transient spec-

trum from 1050 to 1125 nm are shown in Figure 6.5c and the data elicited from

the subtraction analysis clearly exhibits a pronounced increase in singlet decay life-

times. While the long-lived triplet species centered around 900 nm does overlap the

integrated region of interest, the state has not yet been populated at early delays

and cannot account for the entire difference between the traces at longer delays. To

obtain a quantitative handle on the differences seen between the kinetics of each of

these, the transient cuts were fit with a non-linear regression function comprised of

a bi-exponential and constant offset convoluted with a Gaussian instrument response

to obtain the fitting parameters listed in Table 6.1.

Parameter Subtraction CPEC 80:20 600
A1 0.594 0.371

τ1 (ps) 31.4 1.56
A2 0.387 0.557

τ2 (ps) 1126 58.2
A3 0.019 0.072

Table 6.1: CPEC Subtraction Decay Trace Fitting Parameters

The net increase in both decay lifetimes by over an order of magnitude when

the sample is primarily excited at a higher excitation frequency indicates that EET

plays a definitive role in generating PTAK singlet excited state transients. Com-

parable TA analysis of non-polyelectrolyte polythiophene (e.g. RR-P3HT) excited

at different pump frequencies shows moderate alterations to charge transfer yields

with changes in excitation frequency;11 however, they do not show such drastic dif-

ferences in exciton decay timescales, suggesting that energy dependence of direct
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PTAK excitation cannot explain the different timescales observed when exciting each

CPEC.10 Inspection of NIR region in Figures 6.2a and 6.3a reveals significant evi-

dence to validate this assertion. The immediate decrease of the direct excitation trace

relative to the subtracted trace (≈15% by 1 ps) indicates that EET can occur on a

sub-picosecond timescale following population of the PFPI excited state to maintain

and repopulate these initially relaxed PTAK transients states over comparable life-

times. These timescales also persist longer than those obtained by a similar analysis

of pure PFPI excitation from Figure 6.4a (and shown in Figure 6.4c), which decays

bi-exponentially with lifetimes of 2.6 and 270 ps. As the PFPI excited state lifetime is

substantially longer than that of the directly excited PTAK singlet exciton (50-80 ps),

the similarity in lifetimes provides direct evidence of continuous, gradual population

of the PTAK by PFPI throughout the latter’s singlet decay lifetime. Slight overlap

of the T1 absorbance is a primary factor in elevating the longest lifetime seen for

360 nm excitation of the CPEC, though this contribution is assumed to be minimal.

Succinctly, this analysis stands as strong evidence for the instantaneous and prolonged

population of PTAK excited state as a result of PFPI lifetime limited EET.

6.5 Conclusions

Ultrafast TA spectroscopy yielded several insights into the structural and pho-

tophysical characteristics of polyelectrolyte complexes and their components. The

disruption of H-aggregation domains in PTAK upon addition of PFPI was validated

in observating the formation of singlet excitons and triplets rather than charged po-
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larons and polaron pairs as well as the resulting prolonged kinetics associated with

these transients. It was shown that PFPI serves as a donor for ultrafast energy

transfer to PTAK at several different mixed ratios. Specifically, a rigorous analysis

to remove the contributions of PFPI from the transient spectra of 80:20 CPEC and

compare the resulting spectra to direct excitation of the PTAK within the CPEC

highlighted differences in PTAK signature behavior between direct excitation and

when it is populated through EET. Comparison of subtracted spectra decay traces

and relaxation timescales relative to direct PTAK excitation indicates energy transfer

from PFPI to PTAK throughout the PFPI excited state lifetime. Additional analysis

illustrates how the dynamics of the transient signatures are affected by shifting the

excitation frequency and PFPI:PTAK ratio. Ongoing work will look into preparations

at different intermediate weight percentages to determine what the ideal conditions

for EET within this system.
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Chapter 7

Electronic Relaxation Dynamics of
9,10-bis(phenylethynyl)anthracene Studied
with Ultrafast Broadband Polarization
Anisotropy

7.1 Abstract

Data acquisition methodology was developed for measuring broadband polar-

ization anisotropy (BPA) via transient absorption (TA) spectroscopy through alter-

nating sampling of broadband probe spectra collected at different polarization orienta-

tions relative to a fixed excitation source. The dynamics of 9,10-bis-phenylethynylanthracene

(BPEA) was interrogated to establish the viability of the experimental set-up. Find-

ings for solution-phase and nanoaggregated BPEA elaborate on previously established

understandings of BPEA’s excited transient states, transition dipole orientation, and

excitation-dependent relaxation dynamics prevalent within the system. Considera-

tion of solution phase BPEA provided insight into the rotational lifetime (≈170 ps)

while aggregates yielded information about the extent of and timescales associated

with crystalline phase energy migration. Observed anisotropic values were considered
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relative to previous reports.

7.2 Introduction

Ultrafast spectroscopies have become valuable probes of photochemical and

photophysical processes, as evidenced by the ever expanding repertoire of techniques

that have been developed to interrogate chemical and material systems. Advances in

optical equipment, understanding of the involved materials, and the theory behind

transient state behavior permits the extension of procedures often applied to steady

state or slower transients into the ultrafast domain.

A natural augmentation of broadband transient absorption (TA) measure-

ments is the simultaneous measurement of electronic transition polarization; we refer

to the combination of these measurements collected on an ultrafast time domain as

transient polarization anisotropy (TPA). TPA occurs when the photoresponses of

spectral transitions induced by directional, polarized excitation of a molecular sys-

tem vary when probed along cardinal polarization axes. An anisotropic transition

polarization created via photoexcitation generally relaxes towards isotropy when con-

stituent molecules are free to rotate, e.g. gas phase or individual molecules dissolved

in solution, or when the excitations transfer to other sites or moieties in condensed-

phase materials. The memory of the initially induced polarization anisotropy typically

diminishes with time from these factors over a picosecond-to-microsecond timescale.

Thus, by tracking the change in TPA with time, additional details about the pho-

todynamics and kinetics behind molecular rotation, exciton localization, or transient
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migration can be obtained for the material. Ultrafast dynamics between electronic

states may also lead to dramatic changes in transition anisotropy quickly after exci-

tation.

TPA measurements have been used extensively to characterize rotational life-

times of molecular excited states by fluorescence and single-wavelength transient ab-

sorption detection methods.1,2 The relatively novel approach taken here is one in

which samples can be interrogated over a span of wavelengths simultaneously to

facilitate comparisons between transients. Traditionally, polarization anisotropy is

eliminated from a sample consisting of randomly oriented molecules or molecular

units in a 3D interaction volume by fixing the polarization of the probe at an angle

54.7° away from the vector of the incident photo-excitation pulse polarization (as de-

scribed in Section 1.2.3). The unique methodology utilized here (Section 2.4) avoids

errors imposed by batch collection of each polarization by alternating which probe

polarization is sampled over consecutive shots throughout a polarization resolved TA

measurement. Broadband polarization anisotropy (BPA) measurements have been

conducted previously, though not over a sizable rand corresponding to wavelengths

that probe electronic transitions.3,4

9,10-bis-phenylethynylanthracene (BPEA) serves as an ideal test molecule for

this experiment as the lowest lying electronic excitations have perpendicular transi-

tion dipole moments that can be selectively photoexcited using different excitation

frequencies. Figure 7.1a shows the molecular structure of the compound with arrows

overlaid to indicate the dipole vectors of the ethynyl bridge (blue) and anthracene

(purple) -like chromophores. The structure and spectra shown in Figure 7.1b depict
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the directionality of the transition dipoles to each higher lying singlet state and how

these excitations relate to the dipole vectors shown for Figure 7.1a. The strongest

transition dipoles are aligned along the ethynyl bridge chromophore for the lowest

lying transition, S1, and the orthogonal anthracene moiety, for the next transition to

S5 in Figure 7.1a (later identified by density functional theory (DFT) calculations to

be S4). The net UV-Vis spectrum of solution phase BPEA with highlighted regions

of Franck-Condon overlap to these chromophores is shown as Figure 7.1c. Based on

this, the S1 and S4 transitions are primarily photoexcited when using 400 (blue) and

266 nm (purple) excitation wavelengths, respectively.

Following Kasha’s Rule, excitation of the molecule to this higher lying state

leads to a rapid relaxation (within a ps) back to the S1 which will persist for a

comparatively long time. However, since the direct and indirect population of S1

occur from different directionalities relative to the resulting S1 polarization (parallel

and perpendicular respectively), the resulting polarization anisotropies are encoded

with opposite signs. As illustrated in previous studies5 fluorescence measured from

S1 following photoexcitation yields anisotropies of approximately -0.2 and 0.35 for

266 and 400 nm excitation respectively.

In addition to isolated molecules, various types of BPEA crystal aggregates

can be manufactured6 with potential applications as oligomeric molecular switches.7

Absorption spectra of BPEA compared to these crystal aggregates are included as

Figure 7.2a. Specifically, the absorption shown by the green trace corresponds to

nanocrystals (NCs) reprecipitated from acetone into water8, by a procedure similar

to that seen in for poly-3-hexylthiophene (P3HT) nanoparticles considered in Chap-
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(a)

(b) (c)

Figure 7.1: BPEA Molecule, Transition Dipoles and UV-Vis Spectra: (a) 9,10-
bis-phenylethynylanthracene (BPEA) with vectors corresponding to ethynyl bridge (blue)
and anthracene (purple) -like chromophores, (b) open downward and closed upward triangles
indicate transition dipoles aligned along the z- and y-axis respectively5, and (c) experimental
UV-Vis spectrum with colorations to describe regions of excitation along each chromophore
and vertical lines to show 266 (purple) and 400 nm (blue) excitation5

ter 3.9 A transmission electron microscope (TEM) reference image of NCs prepared by

this methodology is shown as Figure 7.2b. BPEA NCs have been previously shown to

engage in energy transfer from peripheral to internal states on a nanosecond timescale,
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resulting in the change of relative populations of different fluorophore populations.6

These energy transfer interactions should be reflected in measurements of electronic

TPA as the transient state dipoles will rotate towards an isotropic distribution fol-

lowing prolonged energy migration. Though it would likely be difficult to tease out

energy transfer kinetics from the degree of rotation entailed with each energy transfer

event, BPEA NCs can serve to clarify the energy transfer of these specific aggregates

and highlight the ability of this experimental methodology to interrogate aggregated

or assembled molecular materials.

(a) (b)

Figure 7.2: Molecular Orbitals for Electronic Excitations of BPEA Ground
State: (a) electronic absorption of BPEA in solution (black) and various aggregates, espe-
cially nanoparticles (green)6 and (b) TEM image of BPEA reprecipitated nanoparticles6,8

7.3 Experimental Methods

A 0.05 mg/mL solution of BPEA in cyclohexane (CH) was prepared for ultra-

fast experiements; BPEA was obtained from Sigma Aldrich and used as is. BPEA

NCs were formed by reprecipitation as detailed in Section 2.1, by rapidly injecting
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0.500 mL of 0.5 mg/mL BPEA solution in acetone into 5 mL of H2O and using

compressed air to remove residual acetone from the sample.

Broadband polarization anisotropy (BPA) measurements were executed using

the methodology laid out in Section 2.4. 400 nm and 266 nm pulses obtained through

second harmonic generation (SHG) and subsequent sum frequency generation (SFG)

were used as excitation wavelengths for BPEA in solution. BPEA nanocrystals were

evaluated using excitation wavelengths of 400 and 500 nm, though these were not

selected for with rigorous reasoning. These measurements were conducted by collect-

ing pairs of parallel (‖) and perpendicular (⊥) spectra though subsequent collection

of magic angle (MA) and ⊥ spectra provided similar results. Further discussion of

the experimentation is omitted from here, but polarizers were included immediately

following the neutral density filter used to split the white light probe to not impact

the relative intensities of each polarization.10

7.4 Results and Discussion

Density functional theory (DFT) calculations were run using Gaussian 09 in

order to clarify which molecular orbitals of BPEA are associated with transitions

excited experimentally. Orbitals associated with two sets of occupied BPEA ground

state and unoccupied excited states that correspond to 400 and 266 nm excitation

are shown in Figure 7.3. Figure 7.3a depicts that the transition dipole of the lowest

lying singlet transition, S1, and the directionality of the dipole formed by the over-

lap of the two, which lies along the length of the longest conjugated segment (i.e.
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spanning both phenyl, both ethynyl, and the short axis of the anthracene moieties).

Figure 7.3b illustrates that the next significant transition significant transition (S4, to

the LUMO+3 orbital). This transition involves a linear combination of several sets

of molecular orbital excitations: two minor components lie along the same axis as the

S0-S1 transition, while the two major components involve changes in dipole moment

along the long axis of the anthracene moiety (i.e. perpendicular to the lower energy

excitation). This comparison is consistent with a previous report that showed that

excitation and subsequent relaxation of this excited state to the S1 state should result

in an inverted anisotropic response relative to direct excitation of the S1 state.5

(a)

Occupied Orbital

Unoccupied Orbital

(b)

Figure 7.3: Molecular Orbitals for Electronic Excitations of BPEA Ground
State: (a) S1 and (b) S4 excitation of BPEA

7.4.1 BPA on Solution Phase BPEA

TA spectra collected at each of these excitation wavelengths to be selectively

excite the S1 and S4 electronic states were monitored at parallel and perpendicular

probe polarizations relative to excitation and are presented as plots (a-d) in Fig-

ure 7.4. Figures 7.4a and 7.4b show the TA collected by exciting BPEA using 400 nm
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excitation in parallel and perpendicular geometries of probe polarization, respectively.

As these spectra were collected simultaneously and handled using the exact same data

handling procedures, i.e. identical smoothing conditions and application of the par-

allel chirp correction to both, no further scaling or alteration of the spectra should

be necessary for direct comparison. During the first 100 ps following excitation the

parallel spectrum is noticeably more intense than the corresponding perpendicular

spectrum, while at later delays the spectra are almost identical. This stems from

the ability of the ensemble of excited molecules to rotationally diffuse in solution ul-

timately generating a less anisotropic or completely isotropic distribution of excited

state transition dipoles. Figure 7.4e shows the corresponding BPA or r(t, λ) spectrum

determined by comparison of these intensities at each time and wavelength using equa-

tions derived from Equation 1.2c. At wavelengths along the blue edge of the visible

band and the red edge of the NIR absorption, the initial anisotropy plateaus at 0.4

before relaxing on a timescale of about 170 ps. This exemplifies the ability of the

experimental set-up to accurately and quantitatively determine polarizations across

a broadband range of probe wavelengths simultaneously.

Figures 7.4c and 7.4d show the same analysis conducted for excitation of the

same sample at 266 nm. For delays > 200fs the transient spectra are incredibly

similar to those collected with 400 nm excitation. This provides substantial evidence

of a rapid, ultrafast relaxation of the higher lying singlet state(s) to S1. At this

excitation wavelength the relative magnitude of the parallel and perpendicular spectra

is reversed with the perpendicular spectrum being more intense for most of the first

few hundred ps (Figure 7.4e). This rapid change in transition dipole moment can be
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(a) (b)

(c) (d)

(e) (f)

Δt (ps)

Figure 7.4: BPEA Parallel and Perpendicular TA and BPA Spectra: Parallel,
perpendicular, and magic angle spectra for 400 nm (a, b, and e) and 266 nm (c, d, and f)
excitation

attributed to population of the S1 state by ultrafast relaxation from the higher-lying

excited state rather than direct population by photoexcitation at 400 nm.

Different portions of the electronic excitation spectrum exhibit discrepancies in

polarization anisotropies despite similarities in kinetic traces across the entire probe

spectrum. Figure 7.5 plots traces from four integrated regions of the BPA spectra

that each roughly correspond to an overlap of ground state bleach (GSB) and stim-
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ulated emission (SE) (475 nm), discrete TA bands from S1 (590 and 1100 nm) and a

broadband absorption covering much of the visible-NIR region (˜600-1000 nm). The

solid and dashed lines indicate the anisotropy traces of these regions from 400 and

266 nm excitation, respectively. Table 7.1 lists parameters obtained by fitting these

traces using a single (S1) or bi-exponential (one rise and one decay, S4) function to

model the change in anisotropy as a function of time. Direct excitation of the S1 yields

consistent rotational lifetimes between 170-184 ps regardless of the wavelength regime

selected, which is sensible for this molecule and solvent given previous studies of the

rotational lifetimes of similar sized molecules.2 The rotational lifetimes determined

for S4 excitation with subsequent relaxation to S1 are more varied and slightly lower

overall, with the anticipated most accurate value of 92 ps, but are still reasonably

close to those predicted from 400 nm excitation. This slight decrease in lifetime may

be attributable to additional vibrational energy deposited into the solvent within the

immediate vicinity of the photoexcitation in response to absorption of a 266 nm pho-

ton and subsequent relaxation to S1 compared to direct excitation to the S1 manifold

with a photon containing only 2
3

the energy. This would thereby provide slightly more

flexibility for the molecule to rotate more quickly if more vibrational energy had been

transferred into adjacent solvent molecules.

Some differences in the average anisotropies associated with different spectral

regions are apparent (Figures 7.4e, 7.4f, and 7.5 and Table 7.1), which are due to

a few factors. An initial, important consideration is that the overlap of features

characterized by (even slightly) different anisotropies will skew net anisotropies based

on Equation 1.2d, particularly when the signal intensities are opposite in sign.11

163



Figure 7.5: Kinetic Traces of BPA Measurements on BPEA: traces of integrated
cuts, over regions indicated in key, from BPA measured. These bands represent different
BPA sigantures with solid and dashed lines corresponding to 400 and 266 nm excitation
respectively.

400 nm 465-485 nm 575-605 nm 850-900 nm 1050-1100 nm
r(t,λ),0 0.446 0.392 0.269 0.358
τrot (ps) 170 171 184 173
266 nm 465-485 nm 575-605 nm 850-900 nm 1050-1100 nm

r(t,λ),S4−>S1 0.028 0.276 0.026 0.035
τrel (ps) 0.24 0.13 11.0 0.71
r(t,λ),0 -0.140 -0.248 -0.050 -0.114
τrot (ps) 151 92 188 145

Table 7.1: BPEA Anisotropy Range Fit Parameters

Anisotropies of overlapping features are often skewed to more extreme values as the

net TA intensity approaches zero, as can be seen in the GSB/SE region of Figure 7.4e

at wavelengths below 480 nm. This illustrates a limitation of polarized measurements

in general, in that features of interest must either be isolated spectrally or capable of

being modeled in a selected wavelength regime for the technique to be viable. This is

evident by comparing the GSB and visible TA features with maximum anisotropies
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of 0.45 and 0.39 respectively, compared to only 0.36 for the peak in the NIR. The

first two features overlap one another, canceling out signal intensity while encoding

slightly different anisotropies that elevates their net values above the NIR’s measured

anisotropy which is the closest to the anticipated value for 400 nm photoexcitation.5

Interestingly, a noticeably lower initial anisotropy is observed between 600 and

1000 nm in both BPA spectra (Figures 7.4e and 7.4f). This region is sufficiently iso-

lated from either of the other peaks and exhibits a maximum anisotropy of only 0.27

from 400 nm excitation, significantly lower than either peak. This result suggests that

BPA measurements are also susceptible to the dipole moment between the probed

transient state and a higher lying resonant electronic state indicated by the involved

TA signal. If BPA was only sensitive to the dipole moment between the polarized ex-

citation of a subpopulation of the isotropic ground states and the resulting transients

with configurations that relax to exhibit heterogeneous dipole moments, one would

expect the broadband anisotropy isolated for each band to be independent of wave-

length; modulations to the anisotropy, now simplified as r(t), would only arise from

the overlapping of disparate transient states and features as mentioned above and

concerns surrounding white light continua as part of BPA measurements described in

Section 1.2.3. Here, in light of discrepancies in adjacent probe wavelengths, the most

plausible explanation is that BPA measurements have the capability to be even more

descriptive of a transient state, but are complicated by the incorporation of higher

lying transition dipoles into the net anisotropic result.
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7.4.2 BPEA Nanoaggregates and Evidence of Intermolecular Energy Mi-

gration

Figure 7.6 shows the TA and BPA spectra collected for BPEA NCs excited at

400 and 500 nm. Figures 7.6a (400 nm) and 7.6b (500 nm) show very little different in

spectroscopic signatures or decay lifetimes as a function of pump wavelength, despite

having been excited on either end of their highly structured steady-state absorbance

band. The spectra contain two broad overlapping absorbances above 550 nm (centered

at approximately 660 and 925 nm) as well several sharp absorptive and negative peaks

below 550 nm. Interestingly, the broad absorptive features decay on a 21 ps timescale,

leaving a sharp progression of bands that correspond to residual bleach and transient

absorption but only persisting at in the high energy region of the spectrum which

overlaps the region of the GSB.

The BPA spectra included as Figures 7.6c and 7.6d show more pronounced dif-

ferences due to changing excitation energy than the TA spectra themselves. While the

r(t, λ) values show similar patterns between the two pump wavelengths, an interesting

observation is that they are actually lower across the entire spectrum (especially the

NIR) for 500 compared to 400 nm excitation. Both sets of r(t, λ) values integrated

over 650-750 nm decay toward zero as the signal intensity decays with bi-exponential

decay lifetimes of approximately 1 and 26 ps to a constant anisotropy offset. Within

the NIR region, the 400 nm spectra shows a larger proportion of rapid anisotropy

decay than when using 500 nm excitation (which is far lower at early times). The

sharp discontinuities of the anisotropy spectra below 525 nm are reflective of regions
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(a) (b)

(c) (d)

Δt (ps)

Figure 7.6: BPEA NC Transient Absorption and BPA Spectra: magic angle TA
and BPA spectra corresponding to 400 nm (a and c) and 500 nm (b and d) excitation

where the TA spectra cross zero, and though that has little significance as is, it may

be possible to model and decouple them in order to determine which sharp peaks

correspond to each overlapping state, though this analysis is beyond the scope of this

dissertation. Overall, the data from Figure 7.6 shows that similar measurements to

those from Figure 7.4 can be conducted on aggregated materials, and that r(t, λ) can

reflect energy transfer timescales and the orientation of excited state localization, as

well as serving as a probe of molecular rotation.

7.5 Conclusions

The experimental set-up detailed in Section 2.4 was employed to measure

broadband electronic polarization anisotropies of various samples throughout this
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dissertation and has been validated by the systematic interrogation of BPEA. Ex-

citation wavelength dependent traces of anisotropies and their decays qualitatively

agree upon the same rotational diffusion timescale and highlight the technique’s sen-

sitivity to monitoring the relationship between dipole moments of various excited

states, both through excited state relaxation and through comparisons of transient

absorption signals within different regions. These results were found to be consistent

to those previously shown for BPEA and shed new insight into interactions between

different electronic excited states.
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Chapter 8

Appendices

8.1 Appendix II: Experimental

8.1.1 Alternative Aggregate Preparation Techniques

Attempting the same reprecipitation procedure from Section 2.1 with trip-

tycene in place of PCBM (a molecule added to fill space sterically without partici-

pating in P3HT electronic photophysics) revealed that not all materials will readily

aggregate evenly as it tended to precipitate out more readily at higher concentrations.

Several sample preparation methods were used in preparing other aggregated

samples for which no data is presented in the body of the thesis. Mixed solvent

aggregates were used sparingly and involved the combination of two miscible sol-

vents in which a solute was and was not soluble (’good’ or ’favorable’ and ’poor’

solvents respectively). Poor solvent was slowly added to a dissolved solution of so-

lute in good solvent to induce aggregation of a portion of the solute. Various solvent

combinations were studied using RR-P3HT, and it is clear that the sample stability,

lifetime, and degree of aggregation depend heavily on the choice and ratio of solvents.

Chloroform (CHCl3) was the only favorable solvent to produce the desired behav-
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ior as chlorobenzene (ArCl) and THF would not sufficiently solvate the solute after

introducing various poor solvents. Poor solvents including water, ethanol (EtOH),

isopropyl alcohol (IPA), acetone, methanol (MeOH), and ethyl acetate (EtAc) were

used with the last two producing usable samples and the last being the most success-

ful overall. CHCl3:MeOH and CHCl3:EtAc mixtures yielded aggregates as reported

previously with sample lifetimes of approximately two to three days and a few weeks,

respectively, before precipitating. CHCl3:EtAc in a ratio of 25:75 %v/v was deter-

mined to be the optimal mixture in terms of level of aggregation and stability. While

these samples remain in solution for approximately a month before irreversibly form-

ing macroscopic material, a slow gradual change in their UV-Vis spectra becomes

apparent over time as the aggregates are able to re-organize and self-assemble to

form larger aggregates, or ones with different types of intermolecular ordering. These

samples are slightly laser sensitive, and while it degraded much more quickly than

those prepared by the reprecipitation method, it provided much more ordered ag-

gregates and may be considered useful as an aspect of future studies. Attempts to

prepare similar types of suspensions using regio-random (RRa)-P3HT, tri-phenyl ben-

zene (TPB), and sexithiophene (6T) were unsuccessful. RRa-P3HT may be stable in

other solvent mixtures not considered, but the poorer solubility of its reprecipitated

NPs suggests that it is less amenable to aggregation overall. 6T and TPB seem in-

compatible with the technique, likely because of their smaller molecular size and the

limited favorable and poor solvents that will work for them (e.g.H2O is not a good

solvent for this technique but is really the only candidate for a poor solvent for TPB).

6T aggregates were prepared by adding 1 mL of concentrated 6T in CHCl3
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solution into 10 mL of H2O analogous with the procedure in the first technique.

However, since the two solvents are not miscible, two distinct layers are formed with

the oligomer preferring to remain in the organic phase of the mixture. Since CHCl3 has

a high vapor pressure and low boiling point, the sample is then shaken and sonicated

extensively until all of the CHCl3 has evaporated from the mixture. Much of the

material precipitates out macroscopically (as the technique has not been optimized)

but a small amount of analyte forms aggregates and remains suspended in the H2O

similar to the first technique. This method has been used in conjunction with a

surfactant to generate NPs (Eref), but this has remained untested thus far in our

lab. While this method provides the means to form aggregate suspensions for certain

molecules which the previous methods are not applicable to, it is inferior to other

methods as it is far less consistent, cannot be done if another organic solvent (e.g.

acetonitrile) is present, and produces suspensions of much lower overall concentration.

Several methods have been attempted to form nanoparticles with “core-shell”

morphologies, whereby an initially prepared RR-P3HT reprecipitated NPs are coated

with PCBM during a second addition step to form layered NP’s. If successful, this

method could be attempted with other molecules or to form 3-layered aggregates.

Several methods involving benzene, dimethyl-sulfoxide (DMSO), and CHCl3 have

been attempted with varying results. Briefly, the DMSO method produces high qual-

ity core-shell particles but at low concentrations (Eref), and a method akin to that

attempted for 6T with benzene or chloroform tends to produce macroscopic webbings

of NPs interconnected by PCBM. All of these samples, however, exhibit fluorescence

quenching relative to control RR-P3HT NPs, indicating some degree of energy/charge
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transfer present via intermolecular interactions between P3HT and PCBM interfaces.

Finally, well ordered J-aggregate nanofibers of RR-P3HT were formed through

temperature based aggregation and re-precipitation. A saturated solution of RR-

P3HT in toluene with extra solute present was heated to 75°C and slowly cooled back

to room temperature to induce aggregation from the now supersaturated solution.

This technique produces dark, fibular crystals that exhibit self-organize into columns

in solution and exhibit dramatically red-shifted steady state absorbance compared

to other reprecipitated aggregates. These aggregates only remain stable for a couple

days, and are plagued by a significant amount of As most of these supplementary last

few methods inevitably contain significant amounts of macroscopic material, DLS is

not recommended for characterizing their size distributions.

8.1.2 Pump Re-pump Probe Spectroscopy

Schematically, pump-re-pump-probe (PRP) measurements are very similar to

FSRS measurements in that two pumps (in this case both femtosecond electronic

excitations) and a minimum of four acquisition phases are necessary for calculating

the appropriate ratios experimentally. These measurements are particularly useful in

enabling a particular transient to be re-excited or depleted using a second femtosec-

ond pump, thus providing very useful information towards decoupling spectroscopic

features observed in TA and resolving differences amongst heterogeneous components

of a signal transient signature. Manipulating these four phases, labeled PuRPr, PuPr,

RPr, and Pr to reflect the pulses present (among the (pu)mp, (r)e-pump and (pr)obe),
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allows one to extract a signal due only to the interaction of both pumps with the sam-

ple. To do so, one calculates the spectra listed below:

PRP/P = Synchronous signal PP/P = Pump probe (TA) RP/P = Re-pump

probe (TA using re-pump pulse, sometimes negligible) PRPSig = PRP/P - PP/P -

c*RP/P for 0<c<1

To extract the pure three pulse signal, the signals due to both ordinary tran-

sient absorption of the sample and transient absorption imposed by interaction of the

sample’s ground state with the re-pump pulse must be accounted for and subtracted.

Since the re-pump, by definition, arrives at the sample after initial interaction with

the pump, the population of ground state seen by the re-pump is often modulated

by the presence of the pump pulse (i.e. descrepancies arise between PRP and RP

phases). In the case of the former, a portion of the ground state has been depopulated

to generate the transient species of interest and others, leaving a smaller ground state

population than seen ordinarily. Thus, the re-pump signal must be empirically scaled

by a factor that is less than (but often close to) one to account for fewer ground state

molecules being present to produce a re-pump only signal in the case of the PRP

phase. The same concern is irrelevant for the pump’s transient absorption as it is

formally always the first pulse to arrive, thus the presence/absence of the re-pump

has no bearing on its signal. Removing both of these contributions yields a net sig-

nal due only to excited state interaction of the re-pump pulse with an excited state

population produced by excitation with the pump pulse. PRP/P, PP/P, and RP/P

are PRP equivalents of FSRS phases re-cast to simultaneous TA of both pumps, then

the actinic and re-pump’s individually relative to a probe pulse.
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8.2 Appendix IV: PTMT

(a)

(b)

Figure 8.1: Wavelength/Frequency Shifts of PTMT Absorbances: (a) shifts of
each PTMT feature relative to NT (left column) and each aggregate relative to its solution
phase for 400 and 480 nm excitation and (b) shifts of each PTMT feature for 400 nm relative
to 480 nm excitation
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(a)

(b)

Figure 8.2: Regression Model Parameters for PTMT GSB and S1 Decays: exponential
decay fitting parameters for each PTMT material (a) GSB and (b) S1 NIR absorbance
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(a) (b) (c)

(d) (e) (f)

(g) (h)

Figure 8.3: BPA Contour Plots for PTMT Samples: (a, b) TO, (c, d) TI, (e, f) NT,
(g, -) PTMTT, and (h, -) TI NP excited at 480 and 400, respectively
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8.3 Appendix V: Dyad

Figures 8.4, 8.5, and 8.6 show the excitation wavelength and sample compo-

sition data collected from the dyad chapter, comparable transient absorption spectra

of DA-6 and DA-3, and kinetic traces fit to different absorptive features of DA-2, 3,

and 6 highlighting their kinetic similarities, respectively.?

c)

d)

e)

Figure 8.4: 480 nm Excitation and Control, Mixture, and Dyad TA Spectra:
comparison of 400 nm (a) and 480 nm (b) excitation spectra in DA-2 and pure control (c),
mixture (d), and dyad (e) spectra used for the analysis covered by Figure 5.6
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Figure 8.5: DA-6 and DA-3 TA Spectra: comparison of unassembled and assembled
traces of DA-6 (a and b) and DA-3 (c and d) which show very similar spectral patterns and
decay timescales as DA-2 in Figure 5.3

Figure 8.6: DA-2, 3, and 6 Integrated Decay Traces: kinetic decay traces correspond-
ing to integrated features of the unassembled and assembled data shown in Figures 5.3 and
8.5
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8.4 Appendix VI: CPEC

Figure 8.7 shows the fluence dependence associated with 600 nm excitation of

PTAK. Higher excitation fluences lead to a more rapid decay progression, indicating

a larger relative occurrence of multi-excitonic or exciton-exciton annihilation events

that serve as relaxation pathways.

0.1 mW

0.5 mW

1.0 mW

1.9 mW

3.8 mW

14  mW

Figure 8.7: PTAK Fluence Dependence NIR Decay Traces: kinetic decay traces
corresponding to the fluences marked in the legend of pure PTAK excited at 600 nm with
comparative pump powers ranging from 0.1 to 14 mW
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