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Abstract 

 

Neuronal diversity is essential for mammalian brain function but poses a challenge to 

molecular profiling. To address the need for tools that facilitate cell type-specific epigenomic 

studies, we developed the first affinity purification approach to isolate nuclei from genetically-

defined cell types in a mammal. We combine this technique with next generation sequencing to 

show that three subtypes of neocortical neurons have highly distinctive epigenomic landscapes. 

Over 200,000 regions differ in chromatin accessibility and DNA methylation signatures 

characteristic of gene regulatory regions. By footprinting and motif analyses, these regions are 

predicted to bind distinct cohorts of neuron subtype-specific transcription factors. Neuronal 

epigenomes reflect both past and present gene expression, with DNA hyper-methylation at 

developmentally critical genes appearing as a novel epigenomic signature in mature neurons. 

Taken together, our findings link the functional and transcriptional complexity of neurons to their 

underlying epigenomic diversity. 
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Chapter I 

Introduction 

 

 In the mammalian brain, distinct types of neurons interact in intricate networks to govern 

thought, emotion, and behavior. Neurons can differ in their morphologies, synaptic connections, 

electrophysiological properties, neurotransmitter identities, and developmental histories. The 

balance of signaling across heterogeneous neurons is critical for healthy brain function, and 

disruptions of genes that mediate this balance are implicated in neurological and psychiatric 

diseases (Sullivan et al., 2012).  

Neuronal diversity arises partly through spatiotemporal regulation of gene expression by 

regulatory regions such as promoters and enhancers. These discrete regions of DNA can be 

identified using epigenomic signatures, which include accessible chromatin, active histone 

modifications, and low levels of DNA methylation (Bird, 2002; Heintzman et al., 2007; Stadler et 

al., 2011; Thurman et al., 2012). Neurons undergo extensive epigenomic changes during post-

natal brain development, including de novo establishment of non-CG methylation (Lister et al., 

2013; Xie et al., 2012). However, the genome-wide patterns of accessible chromatin and both CG 

and non-CG methylation in specific neuronal subpopulations are unknown. We reasoned that 

neuronal epigenomic landscapes should mirror neuronal diversity. Whereas gene expression 

analysis provides a snapshot of a neuron’s molecular activity at a single point in time, the 

complementary epigenomic information captures gene regulatory mechanisms, developmental 

origins, and potential future responses induced by neuronal activity.  

Cellular diversity is important for brain function, but it also poses a technical challenge 

for epigenomic studies. Cell type-specific molecular profiling requires the isolation of targeted 
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cell populations from complex tissues (Maze et al., 2014). Manual sorting (Sugino et al., 2006) 

and laser capture microdissection (Emmert-Buck et al., 1996) are useful for isolating small 

numbers of cells but do not provide enough material for epigenomic studies. Fluorescence-

activated cell sorting (FACS) can isolate larger numbers of cells but may be challenging in tissues 

such as the adult brain, where cells are morphologically complex and densely interconnected. 

Although improvements have been made (Saxena et al., 2012), the neuronal dissociation process 

may also induce cellular stress responses and perturb subsequent molecular profiles. Genetically-

directed strategies that isolate RNA from specific cell populations in mice (Doyle et al., 2008; 

Gay et al., 2013; Heiman et al., 2008; Sanz et al., 2009) have begun to chart transcriptional 

diversity across cell types but cannot profile epigenomic features unless combined with FACS 

(Mellén et al., 2012). Although nuclei can be isolated by FACS for epigenomic studies (Jiang et 

al., 2008), FACS-sorted nuclei are fragile and difficult to concentrate into the small volumes that 

are optimal for chromatin assays. An alternate approach is INTACT (isolation of nuclei tagged in 

specific cell types; Deal and Henikoff, 2010), which uses affinity purification to isolate tagged 

nuclei. Captured nuclei can be used for gene expression, epigenomic, and proteomic profiling 

(Amin et al., 2014; Henry et al., 2012; Steiner et al., 2012).  

Here, we present the first application of INTACT in a mammalian organism and use it to 

address the cell type-specific neuronal epigenome. Our approach uses the Cre-loxP system in 

mice to express a tagged nuclear membrane protein, allowing affinity purification of labeled 

nuclei from genetically-defined cell populations. In this study, we applied INTACT to examine 

the core transcriptional and epigenomic features of three major functional classes of neocortical 

neurons: excitatory pyramidal neurons, Parvalbumin-expressing fast-spiking interneurons (PV), 

and Vasoactive intestinal peptide-expressing interneurons (VIP). 70-85% of cortical neurons are 

excitatory. The remaining 15-30% are inhibitory neurons, with approximately 40% expressing 

PV and 12% expressing VIP (Gelman and Marín, 2010; Rudy et al., 2011). Together, these 
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mutually exclusive cell types represent both glutamatergic (excitatory) and GABAergic 

(inhibitory) signaling. Neocortical pyramidal neurons provide the long-range excitatory output of 

the brain, and inhibitory neurons modulate the rate and temporal structure of this network output 

(Molyneaux et al., 2007; Rudy et al., 2011). PV and VIP neurons have distinct computational 

roles as a result of differences in their firing patterns and synaptic connections (Kepecs and 

Fishell, 2014).  

Several studies have identified genome-wide differences in gene expression across 

neuronal subpopulations (Doyle et al., 2008; Molyneaux et al., 2014; Sugino et al., 2006). 

However, neuron subtype-specific epigenomes remain largely unexplored. We find that among 

excitatory, PV, and VIP neurons, global epigenomic landscapes of DNA methylation and 

chromatin accessibility show widespread differences. These differences reflect distinct 

mechanisms of gene regulation, with candidate regulators identified using transcription factor 

(TF) footprinting and motif analyses. Integrating epigenomes together with expression profiles, 

we find intragenic non-CG methylation to be particularly salient for inferring neuronal gene 

expression. At TF genes with cell type-specific developmental roles, we further identify a unique 

pattern of DNA hyper-methylation in adult neurons that is a long-lasting epigenomic signature of 

transient expression during brain development. Collectively, our results provide a comprehensive 

view of how distinct neuronal classes adopt unique epigenomic and gene regulatory 

configurations that reflect both mature neuronal function as well as developmental origin. 
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Chapter II 

Materials and Methods 

 

A. Experimental Procedures 

Mouse INTACT 

Animal procedures were conducted in accordance with the Institutional Animal Care and 

Use Committee guidelines of the Johns Hopkins Medical Institutions. The R26-CAG-LSL-Sun1-

sfGFP-Myc knock-in mouse was made according to standard procedures. Using the approach of 

Henry et al., 2012, we tagged the C-terminus of mouse SUN1 by attaching two copies of 

superfolder GFP, a variant of GFP with increased brightness and stability (Pédelacq et al., 2006), 

and six tandem copies of Myc. We inserted this cassette into a Rosa26 targeting vector (Soriano, 

1999) downstream of a CAG promoter and a loxP-3x polyA-loxP sequence. The construct was 

electroporated into 129-derived ES cells, and correctly targeted cells were injected into C57BL/6J 

blastocysts to screen for chimeras. Chimeric males were bred to C57BL/6J females and 

intercrossed to obtain homozygotes. R26-CAG-LSL-Sun1-sfGFP-Myc mice have been deposited 

at JAX (Stock 021039). Camk2a-Cre (Stock 005359), PV-Cre (Stock 008069), VIP-Cre (Stock 

010908), and Sox2-Cre (Stock 008454) mice were obtained from JAX.  

For each INTACT experiment, the neocortices of one to two mice were rapidly dissected 

in ice-cold homogenization buffer (0.25M sucrose, 25mM KCl, 5mM MgCl2, 20mM Tricine-

KOH). The tissue was minced with a razor blade and Dounce homogenized using a loose pestle 

in 5 mL of homogenization buffer supplemented with 1mM DTT, 0.15mM spermine, 0.5mM 

spermidine, and EDTA-free protease inhibitor (Roche 11 836 170 001). A 5% IGEPAL-630 

solution was added to bring the homogenate to 0.3% IGEPAL-630, and the homogenate was 

further dounced with five strokes of the tight pestle. When purifying RNA, RNasin Plus RNase 
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Inhibitor (Promega N2611) was added at 60 U/mL. The sample was filtered through a 40 µm 

strainer (Fisher Scientific 08-771-1), mixed with 5 mL of 50% iodixanol density medium (Sigma 

D1556), underlayed with a gradient of 30% and 40% iodixanol, and centrifuged at 10,000g for 18 

minutes in a swinging bucket centrifuge at 4°C. Nuclei were collected at the 30%-40% interface 

and pre-cleared by incubating with 20 µL of Protein G Dynabeads (Life Technologies 10003D) 

for 10 minutes. After removing the beads with a magnet, the mixture was diluted with wash 

buffer (homogenization buffer plus 0.4% IGEPAL-630) and incubated with 10 µL of 0.2 mg/mL 

rabbit monoclonal anti-GFP antibody (Life Technologies G10362) or anti-Myc antibody 

(homemade, ~2 µg) for 30 minutes. 60 µL of Dynabeads were added, and the mixture was 

incubated for an additional 20 minutes. To increase yield, the bead-nuclei mixture was placed on 

a magnet for 30 seconds to 1 minute, completely resuspended by inversion, and placed back on 

the magnet. This was repeated 5-7 times. Bead-bound nuclei were passed through a 20 µm 

strainer (Partec 04-0042-2315) and washed with 2 x 10 mL, 1 x 2.5 mL, and 1 x 1 mL wash 

buffer. All steps were performed on ice or in the cold room, and all incubations were carried out 

using an end-to-end rotator. 

All calculations of INTACT specificity and yield used pooled neocortices (approximately 

dorsal 2/3 of cortex) of two adult mice. To calculate the specificity of mouse INTACT, bead-

bound nuclei were stained with DAPI, viewed by fluorescence microscopy, and the numbers of 

GFP+ and GFP- nuclei were counted (100-200 nuclei per experiment). To calculate the yield of 

mouse INTACT, input nuclei (i.e., after step 2 in Figure 1C) and bead-bound nuclei were stained 

with DAPI. The yield was determined from the total number of input nuclei, the % of GFP+ 

nuclei in the input, and the total number of bead-bound nuclei after INTACT purification (all 

quantified by fluorescence microscopy or hemocytometer, 100-200 nuclei per experiment). All 

mice used for INTACT experiments were 8-11 weeks old. 

 

Immunohistochemistry and Microscopy 
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Mice were anesthesized with ketamine/xylazine, perfused with 4% paraformaldehyde 

(PFA), and post-fixed for 1 hour at room temperature. Brains were sectioned at 100 µm using a 

vibratome. Sections were blocked with 10% NGS and 0.25% Triton in PBS and incubated with 

the following antibodies overnight at 4°C: rabbit anti-Parvalbumin (1:5000, Swant PV 25), rabbit 

anti-Vasoactive intestinal peptide (1:200, ImmunoStar 20077), mouse anti-NeuN (1:500, 

Millipore MAB377). Either chicken anti-GFP (1:500, Aves GFP-1020), rabbit anti-GFP (1:400, 

Life Technologies A11122), or rabbit anti-Myc (1:50,000, homemade) was co-incubated. For 

staining with anti-VIP, mice were perfused with 2% PFA as heavy fixation decreased the VIP 

signal. For mouse anti-GAD67 (1:800, Millipore MAB5406), no Triton was included in any step, 

and both primary and secondary antibody incubations were performed at room temperature for 36 

hours. For fluorescent labeling, the sections were incubated with Alexa Fluor-conjugated IgG 

secondary antibodies (1:400, Life Technologies) and DAPI before mounting with Fluoromount G 

(SouthernBiotech). Images were taken using a Zeiss LSM700 confocal microscope with minor 

processing using ImageJ and Adobe Photoshop. For assessment of Cre driver specificity, we 

counted more than 200 neocortical nuclei for each mouse and two mice per Cre driver. 

 

Flow cytometry 

Beads-only control, input nuclei, and bead-bound INTACT-purified nuclei (using anti-

Myc antibody) from VIP-Cre; R26-CAG-LSL-Sun1-sfGFP-Myc neocortices as well as beads-only 

control, input nuclei, and bead-bound INTACT-purified nuclei (using anti-GFP antibody) from 

PV-Cre; R26-CAG-LSL-Sun1-sfGFP-Myc neocortices were analyzed using a MoFlo MLS high-

speed cell sorter (Beckman Coulter). 

 

Extraction of RNA, DNA, and native nucleosomes 
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Bead-bound nuclei or whole neocortical nuclei were directly resuspended in Buffer RLT 

for RNA purification using the RNeasy Micro kit (Qiagen 74004) following the standard protocol 

with on-column DNase digestion. For RNA preparation from whole neocortical nuclei, nuclei 

were prepared identically to the INTACT procedure, except that the 40% iodixanol layer was 

omitted, and nuclei were pelleted by centrifugation and resuspended in Buffer RLT. Bead-bound 

nuclei were resuspended in PBS for DNA purification using the DNeasy Blood and Tissue kit 

(Qiagen 69504). Nucleosomes for native ChIP-seq were prepared as previously described (Henry 

et al., 2012). Briefly, 1-2 million bead-bound nuclei were digested with 0.025 units/µL 

micrococcal nuclease (Worthington LS004798) in 500 µL of 15mM HEPES pH 7, 1mM KCl, 

2mM MgCl2, 2mM CaCl2, 340mM sucrose, 0.15mM spermine, 0.5mM spermidine, and 5mM 

sodium butyrate at 37°C for 15 minutes. The reaction was terminated by the addition of EGTA to 

2mM final concentration. Nucleosomes were extracted for 30 minutes on ice with 200 µL 15mM 

HEPES pH7, 200mM NaCl, 25mM KCl, 2mM MgCl2, 1mM EGTA, 340mM sucrose, 0.15mM 

spermidine, 0.15mM spermine, and 5mM sodium butyrate. A second 30 minute extraction was 

performed with the same buffer except the salt concentration was raised to 400mM NaCl. The 

extracts were combined and dialyzed overnight against 15mM HEPES pH7, 25mM KCl, 1mM β-

mercaptoethanol, 1mM PMSF, and 5mM sodium butyrate using a 10K cut-off Slide-a-Lyzer 

dialysis device (Thermo Scientific 88401).  

 

RNA-Seq library construction and sequencing 

RNA quality was measured by an Agilent Bioanalyzer, with RIN scores consistently 

greater than 8. Total RNA (2-50 ng) was converted to cDNA and amplified using Nugen Ovation 

RNA-seq System V2 (Nugen 7102). All RNA samples received a 1:10,000 dilution of ERCC 

RNA (Life Technologies 4456740). Amplified cDNA was fragmented, end-repaired, linker 

adapted, and sequenced for 50 cycles on an Illumina HiSeq 2500 instrument. Image analysis and 
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base calling were performed with the standard Illumina pipeline versions RTA 1.12.4.2 and 

1.17.20. 

	
  

MethylC-Seq library construction and sequencing 

MethylC-seq libraries were constructed as previously described (Lister et al., 2013), 

except that samples were PCR amplified with KAPA HiFi HotStart Uracil+ ReadyMix (Kapa 

Biosystems KK2802) using the following PCR conditions: 2 minutes at 95°C, 4 cycles of [15 

seconds at 98°C, 30 seconds at 60°C, 4 minutes at 72°C], and 10 minutes at 72°C. Libraries were 

sequenced on an Illumina HiSeq 2000 up to 101 cycles. Image analysis and base calling were 

performed with the standard Illumina pipeline version RTA 2.8.0. 

 

ATAC-Seq library construction and sequencing 

Approximately 50,000 bead-bound nuclei were transposed in a 50 µL volume of 1X TD 

buffer and 2.5 µL Tn5 transposase (Illumina FC-121-1030) for 30 minutes at 37°C, as previously 

described (Buenrostro et al., 2013), with the modification that fragmented genomic DNA was 

recovered using Buffer QG coupled with MinElute spin columns (Qiagen 28604). Transposed 

genomic DNA was amplified by five cycles of quantitative PCR. 10% of the PCR was subjected 

to an additional 20 cycles of SYBR green-based qPCR while the remainder of the sample was left 

on ice. Analysis of the qPCR data allowed a rough estimate of the number of additional cycles 

needed to generate product at 25% saturation. Typically, four to seven additional PCR cycles 

were added to the initial set of five cycles. Amplified DNA was purified on AMPure XP beads 

(Beckman A63881), analyzed on an Agilent Bioanalyzer, and sequenced (paired-end) on an 

Illumina HiSeq 2500 for 101 cycles. Image analysis and base calling were performed with the 

standard Illumina pipeline versions RTA 1.17.20 and 1.17.21.3.	
  

 

ChIP-Seq library construction and sequencing 
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We used the HT ChIP-seq protocol (Garber et al., 2012) for the ChIP reactions and 

subsequent library construction with the following modifications. For each reaction, chromatin 

prepared from 0.5-1 million nuclei was incubated with 1 µg antibody and 25 µL Protein G 

Dynabeads. The following antibodies were used: rabbit anti-H3K27me3 (Millipore 07-449), 

rabbit anti-H3K27ac (Abcam ab4729), rabbit anti-H3K4me3 (Abcam ab8580), and rabbit anti-

H3K4me1 (Abcam ab8895). ChIP-enriched and input DNA was end-repaired, linker adapted, 

amplified, and sequenced on an Illumina HiSeq 2500 for 50 cycles. Image analysis and base 

calling were performed with the standard Illumina pipeline version RTA 1.17.20. 

	
  

Fluorescent in situ hybridization 

cDNA libraries were generated from neocortical 8 week old C57Bl/6J brains with the 

SuperScript III First-Strand Synthesis System (Life Technologies 18080-051). The following 

primers were used for producing probes: 3110035E14Rik (For: 5’-

GATAAGAAAGCACTGTGGTCCC-3’, Rev: 5’-ACAGTGAGAAAATCCACCCAAG-3’); 

Rasal1 (For: 5’-GTGTGTTCTGGGGCAACC, Rev: 5’-GCTTCTCCACACACCGCT-3’); 

Scube1 (For: 5’-TGGACTAGGTGTTGTGTGGAAG-3’, Rev: 5’-

TAGCTTCTCCCTGAGTTCCAAG-3’); 6330403A02Rik (For: 5’-

GGCATGCTTATCCAACTACACA-3’, Rev: 5’-TACATTTCATGAGTCCCAGTGC-3’); 

Kcng4 (For: 5’-CCATCCCATGGCTGAGAC-3’, Rev: 5’-CAGCATTAGCCCCCATTG-3’); 

Afap1 (For: 5’-CAGCAAGGCACAGACCCT-3’, Rev: 5’-TGACTGCTGGGAGCCTTC-3’); 

Prss23 (For: 5’-GGGGCAGGATCCACTTCT-3’, Rev: 5’-AGCAGCGTGGGAATTCTG-3’); 

Inpp5j (For: 5’-CTTTCAACTTTGTGCTGGTGAG-3’, Rev: 5’-

GTAACCCAGAATGAAGTCTCCG-3’); 9930013L23Rik (For: 5’-

ATCTGGGTGACTCTGGAGAC-3’, Rev: 5’-AGAGGCCACCTCTTCTCTC-3’); Zfp536 (For: 

5’-TATCAGGCCTGGCAGCTC-3’, Rev: 5’-AGTCGATTCCGGGGAGAC-3’); Slc17a7 (For: 

5’-CAGAGCCGGAGGAGATGA-3’ ; Rev: 5’-TTCCCTCAGAAACGCTGG-3’); Pvalb (For: 
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5’-TCTGCTCATCCAAGTTGCAG-3’ ; Rev: 5’-TCCTGAAGGACTCAACCCC-3’); Vip (For: 

5’-CCTTCCCTAGAGCAGAACTTCAG-3’ ; Rev: 5’-ACATCAATTTTCCTCGATTGCTAC-

3’). For all genes except 9930013L23Rik, we used the same primers as the Allen Brain Atlas 

(http://mouse.brain-map.org/) (Lein et al., 2007). Standard methods for dual color fluorescent in 

situ hybridization were used. Briefly, adult C57Bl/6J brains were fresh-frozen in OCT compound 

and 20 µm sections were cut. After probe hybridization and post-hybridization washes, the 

sections were incubated with 3% hydrogen peroxide in PBS to quench endogenous peroxidase 

activity. The DIG-labeled probe (candidate cell type-enriched gene) was detected with anti-DIG-

POD (Roche 11207733910) followed by TSA Plus amplification (Perkin Elmer NEL745001KT). 

After quenching with hydrogen peroxide, the fluorescein-labeled probe (Slc17a7, Pvalb, or Vip) 

was detected with anti-Fluorescein-POD (Roche 11426346910) followed by TSA Plus 

amplification (Perkin Elmer NEL741001KT). 	
  

 

 

B. General Data Analysis 

Data processing steps made extensive use of Bowtie (Langmead et al., 2009; Langmead 

and Salzberg, 2012), Tophat (Trapnell et al., 2009), BEDTools (Quinlan and Hall, 2010), and 

custom scripts. All reads were aligned to the mm10 genome. Browser representations were 

created using AnnoJ (http://www.annoj.org) (Lister et al., 2009). Correlations are Pearson, unless 

otherwise indicated. 

 

RNA-seq data processing	
  

We aligned reads from the libraries in two ways: 1) to the whole genome for genome 

browser visualization and 2) to the annotated transcriptome to estimate gene expression levels. 

RNA-seq reads were trimmed (seqtk trimfq -b 5) before aligning to the genome (TOPHAT 
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v1.4.0) for visualization. Gene expression levels were estimated using RSEM v1.1.20 (Li et al., 

2011) calling BOWTIE v0.12.7 for protein-coding genes (mm10 iGenomes annotation). 

Differentially expressed genes (5% FDR) were identified through pairwise comparisons using 

EBSeq (v1.1) (Leng et al., 2013). Additional RNA-seq data measured from fetal cortex and 6 

week cortex (Lister et al., 2013) were also processed with RSEM. We used TF annotations from 

AnimalTFDB (Zhang et al., 2012) for all analyses focused on TFs.  

	
  

MethylC-seq data processing	
  

MethylC-seq reads were processed as previously described using the methylpy pipeline 

(https://bitbucket.org/schultzmattd/methylpy/ and Lister et al., 2013). Briefly, all cytosines in the 

forward and reverse complement strands of the mm10 reference genome (appended with the 

lambda phage genomic sequence) were converted to thymines followed by bowtie index building 

using the build_ref function. The mapping of MethylC-seq reads was performed with the 

run_methylation_pipeline function. Adapters in MethylC-seq reads were trimmed using cutadapt. 

All cytosines in the trimmed reads were then computationally converted to thymines and mapped 

to a converted forward strand reference and to a converted reverse complement strand reference. 

Reads were only allowed to map to one location, and clonal reads were removed. The resulting 

datasets were stored as “allc” tables containing one row for each genomic cytosine position and 

columns representing the genomic context (e.g. CG, CH); the number of reads supporting a 

methylcytosine at that position (mc); and the total number of reads at that position (h). 	
  

Many of our analyses are based on profiling the methylation level in CG and CH contexts 

(i.e., % mCG and % mCH) at a particular site, within a genomic region, or in a set of regions. The 

methylation level at a set of positions R is defined as: 
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%  !" ! = 100 ∗ !!!
!∈!

ℎ!
!∈!

 

 

For some analyses, we adjusted these estimates to correct for bisulfite non-conversion (see below, 

methods for Figure 3C). 

 

DMR Finding 

We estimated DMRs using a previously reported method (Ma et al., 2014; Schmitz et al., 

2013), which is implemented in the DMRfind function of methylpy (available at 

https://bitbucket.org/schultzmattd/methylpy/). Since we observed a high degree of consistency 

between biological replicates, we pooled reads from replicates for DMR calling to enhance the 

statistical power. DMR calling used five samples: E13 fetal cortex and S100b+ sorted glia (Lister 

et al, 2013) and pooled replicates of excitatory, PV, and VIP neurons. After identifying individual 

CG cytosines with differential methylation, blocks that contained fewer than 4 differentially 

methylated sites were discarded.  

	
  

DMRs and mice strain differences 

Our identification of DMRs does not factor in SNPs or indels across mice strains. The 

presence of strain-specific genetic variants could potentially affect our estimates of methylation 

levels from MethylC-seq data. This could affect the identification of DMRs as the INTACT mice 

used in this study are from different genetic backgrounds. In spite of this, genome-wide DNA 

methylation data from excitatory neurons highly correlated with NeuN+ data from inbred 

C57Bl/6J mice. Furthermore, we saw a high correlation between the excitatory neuron 

methylome and the NeuN+ methylome at localized differentially methylated regions. 

To address how SNPs and indels could affect the identification of differentially 

methylated regions, we obtained SNPs and indels (relative to the reference C57BL/6J genome) 
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for three mice strains whose genomes are available (129S1, 129P2, C57Bl/6N; 

http://www.sanger.ac.uk/resources/mouse/genomes/). R26-CAG-LSL-Sun1-sfGFP-myc mice are 

on a mixed 129;C57BL/6J genetic background which includes 129S1. PV-Cre mice are on a 

mixed 129P2;C57BL/6J background. Camk2a-Cre mice are on a mixed C57BL/6J;C57BL/6N 

background. Although we do not have a similar SNP or indel list for the 129S4Sv/Jae strain 

(present in VIP-Cre) or 129X1 (also present in R26-CAG-LSL-Sun1-sfGFP-myc), we expect that 

the majority will be present in one of the other 129 strains (129S1 and 129P2). In support of this, 

72.2% of all the indels and 87.5% of the SNPs that appear in either 129 strain are common to 

both of them (867,258/1,200,566 of indels and 4,988,081/5,697,417 SNPs). 

First, by plotting the density of SNPs and indels relative to DMR locations, we found a 

small depletion of strain-specific variants around DMRs (data not shown), suggesting that our 

DMR calling is not inflated by the presence of strain-specific variants. Next, we examined 

419,626 SNPs and indels that overlapped a CG position, as the DMR finder only evaluates CG 

sites. We then re-ran the DMR caller after removing the overlapping CG sites. 245,383 DMRs 

were identified using this masked data. Of these, 99.99% (245,354) overlap with the original 

251,301 DMRs. Out of the original 251,301 DMRs, 97.6% (245,266) overlap with the masked 

DMRs. Based on this analysis, we used the original set of 251,301 DMRs in the manuscript. 

It remains possible that some strain-specific genetic variants may directly affect 

methylation levels. In those cases it could be the case that differential methylation is driven by 

strain genotype differences rather than cell type differences. Although we cannot rule this out, we 

think the vast majority of DMRs are cell type-driven rather than strain-driven, for the following 

reasons: (1) INTACT-purified excitatory neuron and NeuN+ methylomes are extremely 

consistent; (2) The animals are all mixed backgrounds, so strain-derived genetic components 

segregate independently. The high correlation between replicates argues against substantial 

variant effects contributing to DMR calling; and (3) The consistency of our results with known 

cell type markers. 
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Comparison of DMR finding using NeuN+ versus INTACT-purified excitatory neuronal 

nuclei	
  

To compare the number of total and cell type-specific DMRs identified using INTACT-

purified excitatory neurons versus NeuN+ neurons from Lister et al., 2013, the MethylC-seq data 

for NeuN+ nuclei from the 7 week-old male (SRX314951) and the 12 month-old female 

(SRX314955) were combined to best match the coverage of the excitatory neuron methylomes. 

Identical DMR calling procedures were performed except that the NeuN+ sample was substituted 

for the excitatory neuron sample. 

 

Identifications of UMRs, LMRs, and large DNA methylation features	
  

UMRs and LMRs were identified using MethylSeekR (Burger et al., 2013) with m = 0.5 

and 5% FDR. MethylSeekR did not classify any regions as partially methylated domains. DMVs 

were identified as UMRs ≥5 kb with mean.meth (column 7 in MethylSeekR output) ≤15. To 

identify large hypo-DMRs, all hypo-DMRs for each cell type with inter-DMR distances less than 

1 kb were merged (bedtools merge -d 1000). Merged hypo-DMRs were further stratified into 

those ≥2 kb (called “large hypo-DMRs”) and those <2 kb. mm10 CpG island annotations were 

downloaded from the UCSC table browser. 

 

Estimation of hmC at DMVs 

To estimate the contribution of hmC to the excitatory neuron hyper-methylation of 

DMVs associated with Neurog2 and Pax6, we mapped 6 wk cortex TAB-seq data from Lister et 

al., 2013 to mm10, calculated the % hmC in the region defined by Figure 13E, performed 

correction for non-conversion and protection, and compared it with the MethylC-seq signal of 

excitatory neurons in the same region.  
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ATAC-seq data processing	
  

Adapter sequences were trimmed from ATAC-seq reads (cutadapt v1.3 -a 

CTGTCTCTTATACACATCT -q 30 --minimum-length 36 --paired-output), before aligning 

(BOWTIE2 v2.1.0 -t -X2000 --no-mixed --no-discordant) and removing redundant reads (picard 

MarkDuplicates). Fragment ends were offset by 4nt towards the center of each fragment.	
  

Peaks were called with HOMER (findPeaks -region -size 500 -minDist 50 -o auto -tbp 0) 

(Heinz et al., 2010) using sub-nucleosomal (<100 bp) fragments, and overlapping peaks were 

merged (bedtools merge). Peaks called from replicates were merged (bedtools merge) to yield a 

peak set for each cell type. We used bedtools multiinter to classify peaks as cell type-specific or 

shared, keeping only those regions greater than 100 bp. For analyses of cell type-specific versus 

shared peaks, the peaks following bedtools multiinter were used. 	
  

Footprinted sites were predicted using CENTIPEDE on ATAC-seq fragments of all 

lengths (Pique-Regi et al., 2011). TF binding matrices were obtained from the MEME motif 

database (v11, 2014 Jan 23. motif sets chen2008, hallikas2006, homeodomain, 

JASPAR_CORE_2014_vertebrates, jolma2010, jolma2013, macisaac_theme.v1, 

uniprobe_mouse, wei2010_mouse_mw, wei2010_mouse_pbm, zhao2011) and scanned across the 

mouse genome to identify hits using FIMO (--output-pthresh 1E-5 --max-stored-scores 500000) 

(Bailey et al., 2009; Grant et al., 2010). For every ATAC-seq sample, we counted the frequency 

of Tn5 insertion events in 200 bp windows centered at every motif instance in the genome using 

bwtool (Pohl and Beato, 2014). These count matrices were then used by CENTIPEDE along with 

conservation levels at corresponding positions (phyloP score from the placental subset of the 

UCSC 60-way genome alignment; Karolchik et al., 2014) to learn motif-specific models of Tn5 

insertion density and predict the likelihood that each motif instance across the genome is bound. 

We used sites predicted with greater than 95% posterior probability to be occupied as our 

footprint set.	
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To predict nucleosome positions, we employed the same procedure as Buenrostro et al., 

2013. First, an estimated set of mononucleosomal fragments was generated by classifying 

fragments into sub-, mono-, di-, tri-, tetra-, and penta-nucleosomal fragments using a mixture of 

gaussians fitted to the length distribution from each sample (mixtools package in R). Multi-

nucleosomal fragments were split into single nucleosomes by fragmenting them uniformly into 

the number of nucleosomes they were predicted to span, only considering those fragments whose 

numbers of nucleosomes were predicted with greater than 90% posterior probability. We then 

estimated nucleosome positioning by subtracting the “background” signal of sub-nucleosomal 

fragments from the “foreground” of mono-nucleosomal fragments (DANPOS -x 1 -k 1 -p 1 -a 1 -

d 20 --clonalcut 0) (Chen et al., 2013). 

	
  

ChIP-seq data processing	
  

Excitatory neuron histone modification ChIP-seq and input reads were aligned (BOWTIE 

v0.12.7 -m 1), and redundant reads were removed (samtools rmdup). CREB, SRF, and NPAS4 

ChIP-seq and input reads (Kim et al., 2010) generated by SOLiDTM sequencing were aligned 

using BOWTIE v1.0.0 in colorspace mode (-C). FOS, FOSB, and JUNB ChIP-seq and input 

reads (Malik et al., 2014) were aligned using BOWTIE2 2.0.2 followed by the removal of reads 

with mapping quality score below 20.  

We used SICER (Zang et al., 2009) to identify H3K4me1, H3K4me3, H3K27ac, and 

H3K27me3 ChIP-seq peaks from excitatory neurons. SICER (SICER_V1.1) parameters with 

FDR = 0.001 were: redundancy threshold=1; fragment size=150; W=200, G=200 for H3K4me1, 

H3K4me3, and H3K27ac; and W=200, G=1000 for H3K27me3. 

TF ChIP-seq peaks were identified using MACS 1.4 (Zhang et al., 2008) with a p-value 

cutoff at 1E-10.  
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Identification of putative enhancers in excitatory neurons	
  

Putative enhancers were defined by combining H3K27ac and H3K4me1 SICER peaks. 

Regions overlapping with H3K4me3 peaks or ± 2.5 kb from an annotated TSS were removed to 

exclude promoter features. 

	
  

DNaseI-seq data processing	
  

We obtained DNaseI-seq data from 53 samples across a diverse set of neuronal and non-

neuronal tissues from the mouse ENCODE project (Stamatoyannopoulos et al., 2012). Datasets 

were processed using the ATAC-seq analysis pipeline modified for single-end reads. Only 

uniquely aligning reads were kept (BOWTIE v0.12.7, options -m 1). We identified peaks of 

DNaseI sensitivity using HOMER (findPeaks -region -size 500 -mindist 50 -o auto -tbp 0). To 

compare DNaseI-seq peaks from whole cerebrum (GSM1014168) versus ATAC-seq peaks, we 

calculated the percentage of ATAC-seq peaks overlapping DNaseI-seq peaks (union of peaks in 

three replicates).  

	
  

C. Figure-Specific Data Analysis 

Figure 4B (comparison of INTACT and manually sorted RNA in PV neurons)	
  

Microarray data from manually sorted GFP+ neurons in P40 G42 transgenic mice 

(downloaded from GSE17806; Okaty et al., 2009) was processed using rma normalization from 

the R package affy. To aid in visualization, rma-normalized microarray values were transformed 

back to the linear scale, before plotting both RNA-seq TPM values and microarray values on a 

log scale. The Spearman correlation coefficient was calculated in R (cor with the option 

“spearman”). 
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Figure 3C (global DNA methylation level)	
  

We adjusted the methylation level for the effect of bisulfite non-conversion, which was 

calibrated in each experiment by sequencing of spiked-in unmethylated phage-lambda DNA. The 

non-conversion rate, s, ranged from 0.29% to 0.38% across our samples. We used the maximum 

likelihood estimate for the true methylation level (% mC) by adjusting for non-conversion as 

follows: 

[%  !"]!"#.!"#$!"!!!" = 100 ∗ ![
!"/ℎ − !
1 − !

] 

 

where mc, h are the number of methylated cytosine base calls and the total cytosine base calls 

within a region, respectively, and ![!] ≡ !"#[!"#[!, 0],1] ensures that the estimated 

methylation level is in the interval [0,1]. 

 

Figures 3E and 4E (line plots of % mCG and % mCH in highly cell type-specific genes)	
  

To assess the pattern of methylation around specific groups of DE genes, we first pooled 

methylation data from biological replicates. For each gene, we profiled % mCG and % mCH 

within 1 kb bins between 100 kb upstream of the transcription start site (TSS) and the TSS and 

between the transcription end site (TES) and 100 kb downstream. We divided each gene body 

into 10 equally spaced bins. When multiple transcripts shared the same TSS and TES, we only 

used 1 instance for the analysis. We then computed the % mC (corrected for bisulfite non-

conversion) for each bin. Gene lists were filtered by requiring >5 fold-change and ≥0.95 posterior 

probability of differential expression (PPDE) from EBSeq. We focused on genes that are 

differentially over-expressed in one cell type relative to both of the other cell types. These DE 

genes were also used for Figures 9E-F. 
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Figure 4I (comparison of intragenic and genomic % mCH across replicates and cell types) 

For each 5 kb genomic bin or gene body, we computed the CH methylation levels in each 

sample and corrected for bisulfite non-conversion. We excluded any genomic bins or genes with 

low coverage (<50 base calls) or genes with short (<500 bp TSS-TES) length. We normalized the 

mCH level for each sample by the median across all genomic bins or gene bodies. We then 

computed the ratio of the methylation levels between cell types (solid lines). As a control, we also 

computed this ratio for comparisons of biological replicates (dashed lines). In comparisons where 

both samples had very low levels of mCH (<0.5%), we set the fold-change to 1. 

	
  

Figures 5B and 5D (Venn diagrams of ATAC-seq peaks and DMRs)	
  
	
  

Venn diagrams were created using eulerAPE (Micallef and Rodgers, 2014).	
  
	
  

Figure 6B, right (activity-dependent TF peaks at hypo-DMRs)	
  

For TF i, the enrichment or depletion of each hypo-DMR category j overlapping each TF 

i ChIP-seq peak category, relative to all DMRs, was represented as: log2(fraction of category j 

hypo-DMRs overlapping TF i peaks / fraction of all DMRs overlapping TF i peaks). The 

hypergeometric test (MATLAB hygecdf) was used to test for significance: hygecdf(number of 

category j hypo-DMRs associated with TF i ChIP-seq peaks, sample size of all DMRs, number of 

all DMRs associated with TF i ChIP-seq peaks, sample size of category j hypo-DMRs). The 

option ‘upper’ was applied for testing enrichment.	
  

 

Figures 5E and 6C (levels of CG and CH DNA methylation, ATAC-seq reads, histone ChIP-

seq reads, and activity-dependent TF ChIP-seq reads at DMRs)	
  

Hypo-methylated cell types in DMRs were identified from methylpy, and only DMRs 

with one or two hypo-methylated cell types were displayed in the heatmap. Wiggle files for DNA 

methylation levels were created from methylpy run_methylation_pipeline output files at 100 bp 
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resolution for CG and CH contexts. Wiggle files for ATAC-seq were generated by the pileup of 

sub-nucleosomal (<100 bp) reads at 100 bp resolution. Wiggle files for histone modification and 

TF ChIP-seq were generated using MACS14 with options -w and --space 100. Profiles of DNA 

methylation, ATAC-seq (normalized for library size), and ChIP-seq (normalized for library size) 

were plotted in a 3 kb region centered at DMRs using the wiggle files.	
  

	
  

Figure 6D (correlation between CG and CH methylation at DMRs)	
  

% mCG and % mCH levels for excitatory, PV, and VIP neurons in each DMR were 

normalized by the mean % mCG and % mCH level across the three cell types for that DMR. The 

Pearson correlation between normalized mCG and mCH was calculated with the MATLAB corr 

function. 	
  

	
  

Figure 7B (correlation across cell types of ATAC-seq density at peaks)	
  

The similarity of ATAC-seq read distributions between pairs of ATAC-seq samples was 

quantified using the Pearson correlation of read densities over the union of peaks called across all 

samples (deeptools bamCorrelate) (Ramírez et al., 2014). 

	
  

Figure 10A (evaluation of DNA methylation at footprints)	
  

To investigate the correlation between TF binding and local DNA methylation, we 

focused on footprints that were unique to one of the three cell types; that is, we excluded 

footprints that had the same start and end site in more than one cell type. Then, for each footprint 

of a given TF, we calculated methylation levels (% mCG, % mCH, and % mCA) within ±50 bp 

of the footprint start site; this value is the methylation level for “FP present” locations (y-axis). 

We compared this with the methylation levels at the same location in the other cell types (“FP 

absent,” x-axis), provided that the TF is expressed (TPM≥30) in these other cells. Then, the 
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average methylation level using all MethylC-seq reads from footprinted regions (i.e., excitatory 

reads at excitatory-specific FPs, PV reads at PV-specific FPs, and VIP reads at VIP-specific FPs) 

was plotted against the average methylation level of all MethylC-seq reads from non-footprinted 

regions (i.e., excitatory and PV reads at VIP-specific FPs, etc.).  

	
  

Figures 9B and 10B (enrichment of TF footprints and hypo-DMR motifs)	
  

For Figure 9B, we ranked each TF by the relative enrichment of their footprints in a 

foreground category of cell type-specific ATAC-seq peaks versus a background of the other two 

categories of cell type-specific ATAC-seq peaks (e.g., footprints in excitatory-only peaks versus 

PV-only and VIP-only peaks) and additionally required that the TF itself be expressed (≥30 TPM) 

in the foreground cell type (e.g., in excitatory neurons). The significance of enrichment was 

estimated using the pairwise Fisher’s test (pairwise.Fisher.test in the fsmb R package) (i.e., to 

compare the ratio of a TF’s footprints to the total number of footprints predicted in one cell type 

against the corresponding ratio computed from footprints in the other two cell types). The same 

test was used to compare the enrichment of a TF’s motifs in one category of cell type-specific 

hypo-DMRs versus the other two categories of cell type-specific hypo-DMRs.	
  

To assess TF motifs that were enriched in DMRs hypo-methylated in one or two 

INTACT-purified cell types as well as fetal cortex and glia (Figure 10B), hypergeometric tests 

were performed for each TF motif using the occurrence of the motif in all DMRs as the 

background.  

	
  

Figures 9D (construction of TF-TF regulatory networks)	
  

TF A was predicted to regulate TF B when: (1) TF A was expressed in a cell type (≥30 

TPM), (2) TF A had a predicted footprint in a cell type-specific ATAC-seq peak, (3) the ATAC-

seq peak was within 10 kb of the TSS for TF B, and (4) TF B was expressed in that cell type (≥30 
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TPM). The resulting set of predicted regulatory interactions was visualized as a network (igraph 

package in R), omitting TFs with more than 20 connections to ease visualization. To define a pan-

neuronal regulatory network, we identified footprints common to all three cell types that occurred 

in shared ATAC-seq peaks and did not overlap ubiquitous DNaseI peaks (peaks occurring in at 

least 40 out of 53 processed DNaseI-seq samples). 

	
  

Figures 12A-B (sparse generalized linear model of mRNA expression)	
  

To assess how well mRNA expression levels correlate with a combination of epigenetic 

and chromatin features, we fit a generalized linear model using the MATLAB implementation of 

cvglmnet (Friedman et al., 2010) with the Poisson distribution and parameter α = 1 

(corresponding to LASSO regression). This model assumes Poisson distributed noise and uses 

LASSO regularization to promote sparseness, i.e. to fit the model using a small subset of features. 

We used 10-fold cross-validation to avoid overfitting and default values for all other parameters. 

For each gene, we used the longest isoform to guarantee that each gene contributes only once to 

the dataset and there is no overlap between training and test sets. To define features for this 

analysis, we created 18 windows of varying sizes, ranging from 200 bp to 32 kb, surrounding 

each TSS. For mCG and mCH we also included two additional windows for the gene body and 

the flanking region. Within each window we computed the value of mCG, mCH, ATAC-seq, and 

DMR density, resulting in a total of 4 x 18 + 2 x 2 = 76 features. 7 parameters in the regression 

model achieves 1 standard error above the minimum cross-validated error.	
  

 

Figures 11B-E and 12C (k-means clustering of genes by intragenic mCH followed by 

assessment of gene expression and ATAC-seq peak enrichment in each cluster)	
  

To identify sets of genes that share similar DNA methylation patterns in an unbiased 

fashion, we applied k-means clustering to the gene body mCH. We profiled % mCH in gene 
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bodies (TSS-TES) within each of eight samples included in this analysis (Fetal and Adult Cortex, 

NeuN+, NeuN-, and Glia from Lister et al., 2013; Exc, PV, and VIP from the current study). We 

excluded 468 genes with short gene bodies (<500 bp TSS-TES) or with low coverage in our 

methylome datasets (<50 cytosine basecalls within the gene body in any sample); the remaining 

23,023 genes were included. When multiple transcripts shared the same TSS and TES, we only 

used 1 instance for the analysis. To compensate for the differing genome-wide background level 

of % mCH in different cell types, we normalized the methylation level in each sample for each 

gene by the average over the gene’s distal flanking region (50-100 kb upstream of TSS or 

downstream of TES). We then log-transformed the normalized methylation levels. Next, we used 

the MATLAB function kmeans to apply k-means clustering using data from five samples 

representing distinct cell types or developmental stages (Fetal cortex, Exc, PV, VIP, and Glia). 

Clustering used 1 minus the correlation coefficient of normalized mCH values across genes as a 

distance measure. We chose to extract k=25 clusters to capture a diverse range of methylation 

features, while still allowing visualization and statistical enrichment analysis of functional 

association for each gene set (Figure 12C). We repeated the clustering procedure five times using 

random initialization of the cluster centers, choosing as the final estimate the run with the 

smallest within-cluster sum of distances from each point to the cluster centroid. 	
  

To display the CH methylation patterns within these gene clusters in Figure 11B, we 

profiled % mCH in 1 kb bins starting 100 kb upstream of the TSS and ending 100 kb downstream 

of the TES. To compare genes with different lengths, we divided each gene body into 10 non-

overlapping bins of equal size extending from the TSS to the TES. Methylation levels were 

normalized by the flanking region as described above. We then linearly interpolated the gene-

body mCH data at 100 evenly spaced bins within the gene body in order to give similar visual 

weight to the gene-body and flanking methylation data. Finally, we smoothed and downsampled 

the genes 40-fold to allow representation of genome-scale features.  
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RNA TPM levels were plotted for each cluster (Figure 11C). Last, we assessed the 

enrichment of specific categories of DE genes (Figure 11D) and ATAC-seq peaks located within 

±10 kb of each gene’s TSS (Figure 11E) within each cluster using hypergeometric test with 

Benjamini-Hochberg FDR control. 

 

Figures 11F and 12D, top (DNA methylation levels relative to nucleosome calls) 

For each nucleosome call, we counted the number of sequenced CG (Figure 12D, top) or 

CH (Figure 11F) base calls starting from the nucleosome center up to 2000 bp away. We also 

counted the number of these sequenced base calls that were methylated. The ratio of the 

methylated to the total number of sequenced base calls is the average mCG or mCH level at that 

position. Because we were able to average over all of the estimated nucleosome positions, 

binning was not necessary and the mCH level was estimated as a function of distance with 1 bp 

resolution. We determined the average in the flanking region by summing over all base calls from 

1-2 kb upstream and downstream of each nucleosome call. This average is a single number, not a 

function of distance from the nucleosome. The normalized curves in the figures show the mCG 

and mCH level divided by the flanking region average.  

 

Figures 14C-D (GC content and CG methylation level of hypo-methylated features) 

GC contents were computed with bedtools nuc (Figure 14C). Genomic regions matching 

the sizes of excitatory hypo-DMRs < 2 kb were randomly selected with bedtools shuffle. The 

random selection was repeated 100 times. 

	
  

Figure 13C (enrichment of histone marks, ATAC-seq reads, and RNA over hypo-

methylated features)	
  

For excitatory neurons, we divided DMVs into those that overlapped with SICER peaks 

for H3K4me3 by ≥1 bp or those that overlapped with SICER peaks for H3K27me3 by ≥1 bp. For 
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each type of DNA methylation feature in excitatory neurons, the log2 enrichment of each histone 

modification over the input (both normalized for library size) was plotted (left). For ATAC-seq, 

log2(1+ATAC-seq <100 bp reads pileup per 10 million reads) was plotted. Protein-coding genes 

were associated with all hypo-methylated features if ≥1 bp overlap was found between these 

features and the region from 10 kb upstream of the TSS to the TES. Log2(TPM+1) values were 

plotted for all associated genes. 

	
  

Figure 13D (overlap of DE genes in hypo-methylated regions)	
  

Differentially expressed (DE) genes identified by EBSeq with ≥2 fold-change were used 

for this analysis. Protein-coding genes were associated with all hypo-methylated features 

identically to Figure 13C. The significance of the overlap between each DNA methylation feature 

and DE genes was tested by hypergeometric distribution using MATLAB hygecdf function with 

hygecdf(number of category i feature overlapping with category j DE genes, sample size of all 

DNA methylation features, number of all DNA methylation features that overlap with category j 

DE genes, sample size of category i feature). The option ‘upper’ was applied for testing 

enrichment. All DNA methylation features were defined as combined large hypo-DMRs, merged 

hypo-DMRs with length less than 2 kb, and DMVs identified for Exc, PV, and VIP neurons. 

Significance was set at q<1E-5. 

	
  

Figure 14G (gene ontology enrichment in DMVs)	
  

GO enrichment for each group of DMVs was performed using GREAT (McLean et al., 

2010). For the background, DMVs were combined with UMRs between 1-3.5 kb and mean mCG 

≤15%.	
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Chapter III 

Results 

 

A. Mammalian INTACT Isolates Specific Populations of Neuronal Nuclei from the Brain 

To generate a mouse line for affinity purification of labeled nuclei, we tagged the C-

terminus of mouse SUN1, a nuclear membrane protein, with two tandem copies of superfolder 

GFP and six copies of the Myc epitope (SUN1-sfGFP-Myc). We targeted Sun1-sfGFP-myc to the 

ubiquitously expressed Rosa26 locus preceded by a CAG promoter and a loxP-3x polyA-loxP 

transcriptional roadblock (R26-CAG-LSL-Sun1-sfGFP-myc) (Figure 1A). Cells expressing Cre 

recombinase remove the roadblock and allow transcription of Sun1-sfGFP-myc. We first 

recombined R26-CAG-LSL-Sun1-sfGFP-myc in all cells using Sox2-Cre, a germline Cre driver 

(Figure 2A). Sox2-Cre; R26-CAG-LSL-Sun1-sfGFP-myc mice are healthy and fertile with no 

obvious phenotypic deficits, indicating that long-term expression of the fusion protein is well-

tolerated.  

We expressed Sun1-sfGFP-myc in excitatory (Exc) neurons (Camk2a-Cre), PV 

interneurons (PV-Cre), and VIP interneurons (VIP-Cre) (Figure 1B). Immunohistochemistry 

targeting GFP showed that the SUN1 fusion protein is localized to the nuclear periphery. 

Quantification of labeled nuclei together with neuronal markers (Figures 1B and 2B-G) indicated 

that each Cre driver predominantly recombines the targeted cell type. The pattern of labeling 

using anti-Myc is identical to anti-GFP (Figure 2H).  

We next developed an affinity purification method to capture GFP+/Myc+ nuclei from 

fresh tissue homogenates (Figure 1C). Either anti-GFP or anti-Myc antibodies, together with 

Protein G-coated magnetic beads, can be used to isolate nuclei from both rare and common cell 



	
   27	
  

types with high yield and specificity. Examination of input versus affinity purified (anti-GFP) 

nuclei (Figure 1D) by fluorescence microscopy showed that INTACT achieves >98% purity with 

>50% yield, even for cell types that represent only 1-3% of the starting tissue (Figure 1E). 

Similar results were obtained using anti-Myc (95-98% purity with 42-65% yield, n=3). To further 

assess the specificity of mouse INTACT, we performed flow cytometry on input and affinity 

purified (anti-Myc) nuclei from VIP-Cre; R26-CAG-LSL-Sun1-sfGFP-myc mice (Figure 2I). 

Flow cytometry showed that more than 99% of input nuclei (after step 2 in Figure 1C) were 

singlets, corresponding to well-isolated nuclei, and 1.5% of input nuclei were GFP+. In contrast, 

98.9% of affinity purified nuclei were GFP+. Similar results were obtained using anti-GFP 

(Figure 2J). Therefore, both manual quantification and flow cytometry indicate that mouse 

INTACT isolates highly pure preparations of tagged nuclei. 

	
  

B. INTACT RNA-Seq Captures Neuronal Subtype Markers 

To assess patterns of gene expression and DNA methylation in distinct neuronal 

subtypes, we used RNA-seq to profile transcript abundance from INTACT-purified nuclei in 

adult mice, and we used MethylC-seq to generate single base-resolution methylome maps (Lister 

et al., 2008) from the same cell types, with the caveat that bisulfite sequencing does not 

differentiate between methylcytosine (mC) and hydroxymethylcytosine (hmC) (Figure 3A). 

RNA-seq profiles are highly similar across replicates (r=0.98) (Figures 3B, right panel, and 4A). 

A total of 4,095 genes show ≥2-fold differential transcript abundance across neuronal subtypes, 

with over 2,000 between each pair of neurons. Established subtype markers are enriched in 

purified nuclei (e.g., Slc17a7 and Dkk3 in excitatory; Pvalb and Lhx6 in PV; Vip and Htr3a in 

VIP) whereas markers of other lineages are depleted (Figure 3B, left three panels). The gene 

expression profile of INTACT-purified PV neurons is also consistent with RNA microarray data 
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from manually sorted PV neurons (Figure 4B). We further used double fluorescent in situ 

hybridization to examine ten genes with previously unknown specificity in neocortical excitatory 

or PV neurons. Probe labeling for nine out of ten genes co-localized with the neuron type as 

predicted by RNA-seq and was excluded from other classes (Figure 4C), indicating that INTACT 

RNA-seq profiles identify novel patterns of gene expression.  

 

C. Non-CG Methylation is a Common Feature of Both Excitatory and Inhibitory Neurons, 

but Shows Widespread Differences in Genomic Distribution 

In our MethylC-seq data, we observed substantial levels of DNA methylation in the non-

CG context for all three neuronal populations (Figures 3A, C-D). In most differentiated 

mammalian cells, DNA methylation is largely confined to the CG dinucleotide context. On the 

other hand, non-CG methylation (mCH, where H=A, C, or T) is a special feature of adult neurons 

but accumulates at much lower levels in adult glia and non-neuronal tissues (Lister et al., 2013; 

Xie et al., 2012). We find that mCH is most abundant in PV neurons (Figure 3C), where it 

constitutes nearly half (46-47%) of the total methylcytosines (Figure 3D). Because mCH 

accumulates during the first weeks of post-natal development, coincident with the period of rapid 

synaptogenesis and long after excitatory and inhibitory lineages have diverged (Guo et al., 2014; 

Lister et al., 2013), these data suggest that a high level of non-CG methylation is a shared 

distinction of mature cortical neurons. Furthermore, because all three neuron subtypes share 

similar motif preferences for mCH, with CAC showing the highest methylation level (Figure 4D), 

it is likely that a common enzymatic mechanism (Gabel et al., 2015; Guo et al., 2014) is 

responsible for mCH deposition and maintenance in these neurons. 

Both promoter and intragenic DNA methylation in CG and CH contexts inversely 

correlate with gene expression in the mammalian brain (Lister et al., 2013; Xie et al., 2012). 
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However, a lack of cell type-specificity in existing in vivo datasets can complicate the 

interpretation at individual genes. For example, Slc6a1 (GAT-1, primarily expressed in inhibitory 

neurons) and Lhx6 (a PV-specific TF) appear to be both actively transcribed and highly 

methylated in samples of whole cortical tissue and in mixed neurons (NeuN+) (Figure 3A). Our 

datasets from INTACT-purified nuclei resolve these conflicting signals by showing that active 

gene expression and DNA methylation do not occur in the same cells, but rather in distinct 

subpopulations. Using a list of highly specific genes from our RNA-seq data, we find that both 

intragenic and promoter levels of CH (Figure 3E) and CG (Figure 4E) methylation are higher in 

the non-expressing cell type.  

DNA methylation levels in gene bodies are highly variable across neuronal subtypes. As 

measured by pairwise Pearson correlations (Figures 3B, F and 4A, F-H), gene body mCH levels 

are more divergent (r=0.83-0.86) than both gene expression levels (r=0.95-0.96, p=0.003, t-test) 

and mCG levels (r=0.93-0.94, p=0.001), whereas biological replicate signals are nearly identical 

for all features (r≥0.97). After normalization to adjust for the genome-wide average level of 

mCH, 8,662 genes (38%) show >50% difference in intragenic mCH in at least one pairwise 

comparison of cell types, versus 6.1% between biological replicates (Figure 4I, top). Certain 

genes display notably higher differences. For example, the VIP-specific TF Prox1 has 23-fold 

higher mCH in excitatory neurons and 32-fold higher mCH in PV neurons compared to VIP 

neurons (Figure 3F). Variability in gene body CH methylation is paralleled by extensive 

differences at a global scale (Figure 4I, bottom). Genome-wide, 37% of all 5 kb bins show >50% 

difference in mCH between at least one pair of cell types, compared to only 3.8% between 

biological replicates. 
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D. Neuronal Regulatory DNA is Predominantly Cell Type-Specific 

Localized regions of accessible chromatin and low levels of DNA methylation are well-

established signatures of cis-regulatory elements such as promoters and enhancers (Neph et al., 

2012; Stadler et al., 2011; Thurman et al., 2012). Therefore, we mapped the locations of putative 

gene regulatory regions in specific neuronal subtypes by systematically identifying these two 

features (Figures 5A and 6A). In excitatory neurons, we also profiled histone modifications using 

chromatin immunoprecipitation (ChIP) followed by sequencing to identify potential promoters 

(marked by H3K4me3), enhancers (H3K4me1 and H3K27ac), and Polycomb-associated 

repressed regions (H3K27me3). 

We identified 322,452 discrete peaks of chromatin accessibility (median length 501 bp) 

in excitatory, PV, and VIP neurons using sub-nucleosomal (<100 bp) reads resulting from in vitro 

transposition of native chromatin by Tn5 transposase (ATAC-seq, Buenrostro et al., 2013). We 

find that most regulatory elements in neuronal cells are cell type-specific, including the large 

majority of distal regulatory elements (Figure 5B). In total, only 13.4% (43,354) of ATAC-seq 

peaks are shared across all three neuronal subtypes. Compared to DNaseI-seq data from the 

whole cerebrum (Stamatoyannopoulos et al., 2012), nearly all (93%) shared ATAC-seq peaks are 

also detected as cerebrum DNaseI-seq peaks (Figure 5C). In striking contrast, 62% of VIP-

specific, 52% of PV-specific, and 31% of excitatory-specific ATAC-seq peaks are missed in the 

DNaseI-seq data, highlighting the advantage of INTACT profiling over whole tissue analysis for 

identifying regulatory regions, particularly those unique to sparse cell types, and for 

understanding which regulatory regions are active in individual cell types. 

We next determined regions that differ in their levels of CG methylation across five cell 

populations: INTACT-purified excitatory, PV, and VIP neurons, plus fetal embryonic day (E)13 

frontal cortex and adult S100b+ glia from Lister et al., 2013. We expected that including purified 
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neurons would facilitate identification of differentially methylated regions (DMRs). Using a 

conservative statistical approach (Lister et al., 2013), we identified 251,301 DMRs with a median 

length of 275 bp. 112,462 of these DMRs are hypo-methylated (hypo-DMRs) in excitatory 

neurons. In keeping with our expectation, substitution of a mixed neuronal sample (NeuN+) with 

comparable sequencing coverage for the excitatory neuron sample results in 77,417 (68.8%) 

hypo-DMRs in NeuN+ neurons, despite the prevalence of excitatory neurons in this sample. The 

increased detection of DMRs using INTACT-purified excitatory neurons again demonstrates the 

power of cell type-specific profiling for comprehensive identification of regulatory regions. To 

identify hypo-methylated regions that may not be differentially methylated across cell types, we 

segmented each methylome into unmethylated regions (UMRs) and low-methylated regions 

(LMRs) (Burger et al., 2013).  

As expected from previous studies (Stadler et al., 2011), the majority of UMRs are 

located at promoters (66.3-74.2% within 2.5 kb of a TSS) whereas most LMRs are potential distal 

regulatory elements (4.9-6.2% within 2.5 kb of a TSS). For DMRs, the vast majority (93.8%) are 

also located more than 2.5 kb away from a TSS. Across DMRs that show hypo-methylation in at 

least one INTACT sample (Figure 5D), between 36,643 and 83,992 are hypo-methylated in a 

single neuron subtype. Recapitulating the division of ATAC-seq peaks (Figure 5B), excitatory 

neurons have the highest number of hypo-DMRs (Figure 5D), and remarkably, most are not 

shared with PV or VIP neurons. Taken together, these data extend previous profiling experiments 

in the brain, first by identifying hundreds of thousands of putative regulatory regions across three 

neuron subtypes, and then by showing that distinct sets are active in individual subtypes. 

 

E. Cell Type-Specific Hypo-Methylation at Activity-Induced Transcription Factor Binding 

Sites 
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Because regions bound by activity-dependent TFs, as a whole, show constitutive DNA 

hypo-methylation (Guo et al., 2011), DMRs could point to regulatory regions with cell type-

specific responses to induced neuronal activity. Therefore, we addressed the relationship between 

DMRs and activity-dependent TF binding in excitatory neurons, reasoning that our overall 

findings would also be applicable to the two inhibitory subpopulations that are not easily 

obtainable in quantities required for TF ChIP-seq. We examined activity-dependent TF binding 

profiles using previously published ChIP-seq data from cortical cultures largely composed of 

immature excitatory neurons (Kim et al., 2010; Malik et al., 2014). For all tested TFs, the 

majority of activity-dependent TF binding sites (58.2-83.9%) overlap with excitatory neuron 

UMRs+LMRs (Figure 6B, left). However, only 1.4% of CREB and 10.8% of SRF binding sites 

overlap with excitatory neuron-specific hypo-DMRs, compared to 33.4-40.3% of AP-1 (FOS, 

FOSB, JUNB) and NPAS4 binding sites (p<2×10-38, Fisher’s Exact Test, FET). In particular, 

activity-dependent binding sites for AP-1 factors and NPAS4 in cortical cultures are enriched in 

excitatory hypo-DMRs and depleted in PV-, VIP-, and glia-specific hypo-DMRs (Figures 6B-C). 

This analysis suggests that excitatory neuron-specific hypo-DMRs overlapping AP-1 and NPAS4 

binding sites are a set of candidate regions that coordinate activity-dependent responses unique to 

excitatory neurons. Likewise, hypo-DMRs in PV and VIP neurons provide a resource for 

identifying AP-1 and NPAS4 targets that orchestrate distinct activity-dependent responses in 

inhibitory neurons (Spiegel et al., 2014). 

 

F. Neuronal Subtypes Show Coordinated Epigenomic Differences 

Epigenomic marks carry information about cell function, via their correlation with gene 

expression and gene regulatory regions, as well as cell development (Bird, 2002; Hon et al., 2013; 

Stadler et al., 2011; Thurman et al., 2012). Therefore, we first assessed whether the profiled 
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epigenomic marks were well-correlated with each other and then applied epigenomic marks to 

quantify relationships across cell types and developmental stages. 

Cell type-specific hypo-methylation in the CG context is coordinated with hypo-

methylation in the CH context (Figures 5E, left two panels, and 6D) and increased chromatin 

accessibility (Figure 5E, third panel). Excitatory neuron hypo-DMRs are also enriched for histone 

modifications associated with active enhancers (H3K4me1 and H3K27ac) but not promoters 

(H3K4me3) (Figure 5E, right panel). Similarly, ATAC-seq levels in excitatory neurons are 

correlated with both H3K4me1 and H3K27ac at enhancers (Figure 6E) but demarcate TF binding 

sites with greater spatial resolution (Figure 5E, third panel versus right panel). Overlapping 

features derived from multiple assays (Figure 6F) provide convergent evidence for identifying 

candidate regulatory regions, and both raw and processed data can be explored via a web-based 

browser (http://neomorph.salk.edu/mm_intact/).  

We quantified the epigenomic relationships across cell types in several ways: by the 

similarity of DNA methylation patterns in 500 bp bins genome-wide (Figure 8A) and at ATAC-

seq peaks (Figures 7A and 8B), and by the similarity of Tn5 insertion densities (Figure 7B) at 

ATAC-seq peaks. As expected, excitatory and NeuN+ neurons are strongly correlated using DNA 

methylation signal at both genomic bins and ATAC-seq peaks (Pearson r ~0.9), and hierarchical 

clustering groups excitatory neurons with NeuN+ neurons. PV and VIP neurons cluster together, 

in line with their functional roles as inhibitory neurons. In contrast, excitatory and VIP neurons 

show the lowest similarity across INTACT-purified cell types. Unexpectedly, DNA methylation 

levels in fetal brain and in glia correlate more strongly with VIP neurons than with excitatory or 

PV neurons. At ATAC-seq peaks (Figures 7A and 8B), this similarity among VIP, fetal, and glial 

samples could suggest that more gene regulatory characteristics of immature neurons are retained 

by VIP neurons than by excitatory or PV neurons. Collectively, our data demonstrates that DNA 

methylation and chromatin features reveal a coordinated, hierarchical organization of mature 
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cortical cell types that is reflected across much of the genome.  

 

G. Distinct Sets of DNA Binding Factors Act at Putative Neuron Subtype-Specific 

Regulatory Regions 

We next sought to characterize the DNA binding TFs that are responsible for these 

unique neuronal regulatory landscapes. Our RNA-seq analysis identified 267 differentially 

expressed TFs. These include TFs that play well-known regulatory roles in the development of 

each cell type (e.g., Lhx6 in PV interneurons and Prox1 in VIP interneurons) (Kessaris et al., 

2014) as well as many other TFs with unknown neuronal functions. 

TF binding enhances chromatin accessibility, but the central region of binding is 

protected from the activity of enzymes such as Tn5 transposase, resulting in a notch, or footprint, 

in the ATAC-seq profile (Buenrostro et al., 2013). In agreement with previous footprinting 

studies (Neph et al., 2012), we observe a range of footprint shapes for different TFs (Figure 9A). 

With the notable exceptions of CTCF and ZFP410, footprinted sites in a cell are generally 

associated with reduced regional DNA methylation levels (Figure 10A).  

We applied footprint analysis of ATAC-seq datasets to infer TF binding at cell type-

specific regulatory regions and combined it with complementary analysis of DNA binding 

sequence motifs enriched at hypo-DMRs. We focused on footprints and motifs of moderately to 

highly expressed TFs (TPM≥30) and identified 68 TFs that may regulate cell type-specific gene 

expression (Figure 9B). Overall, both our footprint and motif predictions converge on similar sets 

of enriched and depleted TFs. These sets encompass both well-established and novel TFs. In 

excitatory neurons, both footprint and motif predictions show overrepresentation of Egr, AP-1 

family members, Neurod2, Rfx1/3/5, and Tbr1. Two TF groups potentially linked to PV neuron 

development, Mafb/g and Mef2a/c/d (Kessaris et al., 2014), are among those enriched in PV-
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specific footprints and hypo-DMRs (Figure 9B) as well as PV hypo-DMRs shared with both 

excitatory and VIP neurons (Figure 10B). Studies of MEF2 have largely focused on its role in 

excitatory neurons (Rashid et al., 2014); here, both footprinting and motif analyses suggest a 

critical function for MEF2 in PV neurons at PV-specific regulatory regions. Interestingly, VIP 

neuron footprints and DMRs are enriched for TFs best known for their developmental roles (e.g., 

Dlx, Pou, and Sox family members; Arx and Vax2) (Kessaris et al., 2014), an extension of our 

previous observation that VIP methylomes share common patterns with fetal and glial 

methylomes. Motifs for these TFs are also enriched at fetal and glial hypo-DMRs, including those 

that are shared with VIP neurons (Figure 10B). 

TFs control complex cellular processes by forming networks of mutual regulation, yet 

differences in TF regulatory networks between neuron types are largely unknown. We examined 

regulatory interactions among TFs by building networks of predicted cell type-specific TF 

regulation, as well as a pan-neuronal regulatory network (Figures 9C-D). These networks recover 

a number of previously implicated TF-TF regulatory interactions and suggest novel interactions. 

For example, our prediction that MEF2D targets Dlx6 in PV neurons parallels the requirement of 

a homolog, MEF2C, for Dlx6 expression in branchial arches (Verzi et al., 2007).  

To explore the potential contribution of ATAC-seq peaks and footprints to the regulation 

of nearby gene expression, we examined their coverages around the TSS of highly cell type-

specific genes. Differentially expressed genes display an increased density of cell type-specific 

footprints centered around the TSS (Figure 9E) and are significantly enriched for cell type-

specific ATAC-seq peaks (Figure 9F). When we examined pan-neuronal genes (Hobert et al., 

2010) such as Pclo, Rims1, Cdh2, and Grip1 (Figure 10C), we noted that they were also 

surrounded by an array of ATAC-seq peaks, many of which were active exclusively in one 

neuron class. Indeed, we find that cell type-specific ATAC-seq peaks are moderately enriched 

around the TSS of pan-neuronal genes (Figure 9F), highlighting the potential for these regions to 
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shape neuronal identity by regulating both cell type-specific and pan-neuronal programs of gene 

expression.  

	
  

H. Among DNA Methylation and Chromatin Accessibility Features, Non-CG Methylation 

Best Correlates With RNA Abundance 

Genome-wide, we find a strong correlation between RNA abundance and both DNA 

methylation and ATAC-seq signals around the TSS (Figure 11A). For both mCG and mCH, the 

correlation extends throughout the gene body, with a peak ~1-2 kb downstream of the TSS. At 

differentially expressed genes, mCH is significantly more correlated with expression (Spearman 

r=0.50) than mCG (r=0.34; p=0.0063, t-test using the three cell types as samples) or ATAC-seq 

insertion density (r=0.25; p=5.4×10-4). A generalized linear model with a sparseness-promoting 

regularization (LASSO) using mCG, mCH, and ATAC-seq features further identifies gene body 

mCH as the most informative feature for inferring RNA abundance (Figures 12A-B). 

Our finding that the strongest correlation between RNA levels and mCG occurs ~1-2 kb 

downstream of the TSS agrees with recent findings in medulloblastoma cell lines (Hovestadt et 

al., 2014) and in human cardiomyocytes (Gilsbach et al., 2014). Our results extend this 

observation to mCH and show that mCH, an epigenetic modification abundant across diverse 

classes of neocortical neurons, is better correlated with gene abundances measured by RNA-seq. 

Future studies using more direct measures of gene transcription are warranted to complement 

these findings. 

 

I. Gene Clusters Based on Intragenic Non-CG Methylation Share Gene Expression, 

Chromatin, and Functional Organization 
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As described above, non-CG methylation within the gene body is inversely correlated 

with gene expression. Yet, this epigenomic feature may display greater divergence across neuron 

types than their transcriptional configurations (Figures 3B, F), suggesting that it contains 

additional information related to cell type-specific differences. To explore this idea, we used an 

unbiased clustering approach to group genes by their patterns of intragenic mCH, followed by an 

integrative analysis of gene expression, chromatin accessibility, and gene ontology. 23,023 genes 

were grouped into 25 clusters by their levels of intragenic mCH, normalized by the level in the 

flanking region (Figures 11B-E and 12C). Approximately half of these genes share similar 

patterns of mCH across neurons, including hyper-methylated genes with low expression levels 

(clusters 2,6; 13.5% of genes) and hypo-methylated genes with moderate to high expression 

(clusters 3-5,7-8; 40%). The latter category is not enriched for differentially expressed genes 

(Figure 11D) but is enriched for cell type-specific ATAC-seq peaks (Figure 11E). By gene 

ontology (GO) analysis (Huang et al., 2009), genes in these clusters tend to be enriched for 

general cellular processes, for example, transcription (GO:0006350) and RNA binding 

(GO:0003723). 

The remaining half of genes capture the spectrum of intragenic CH methylation across 

neuronal populations by clustering into groups showing neuron subtype-specific hyper- and hypo-

mCH. Clusters 10-18 (23.6% of genes) are hyper-methylated at CH sites in one or more cell types 

and are expressed at relatively low levels. Clusters 19-25 (17.8% of genes) are hypo-methylated 

in specific cell types and are generally expressed at higher levels, with hypo-methylation 

occurring together with increased expression (e.g., Cluster 22 enriched for PV>Exc and VIP 

genes). These clusters are enriched for both differentially expressed genes and accessible 

chromatin. Although genes that are exclusively expressed in only one or two cell types are 

grouped in clusters 19-25, a subset of pan-neuronal genes that differ in their expression levels 

across neuronal subtypes are also grouped here (e.g., Cdh2, Grip1, Bsn). These clusters also 
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contain pan-neuronal genes that do not meet our threshold for differential expression (e.g., 

Anks1b), an example of the ability of intragenic mCH to parse the neuronal transcriptome into 

finer patterns. 

Several clusters with cell type-specific hypo-methylation are enriched for neuronal GO 

categories, for example, postsynaptic density (GO:0014069: 6.7-fold enrichment, q=0.035, cluster 

19) and synapse (GO:0045202: 2.6-fold, q=0.033, cluster 20; 2.9-fold, q=2.8×10-4, cluster 21). 

Neuron subtype-specific differences in intragenic mCH may be especially relevant in light of 

recent evidence that MeCP2 binding to mCA represses transcription of long neuronal genes 

(Gabel et al., 2015). The enrichment of neuronal GO categories at these clusters suggests that cell 

type-specific expression levels of genes with neuronal functions may partly be a consequence of 

differences in levels of intragenic mCH. 

 

J. Non-CG Methylation is Lowest at the Nucleosome Center and Increases at Linker 

Regions 

In addition to its variations with gene expression, we asked if mCH levels also differed 

relative to chromatin features such as nucleosome positioning. We estimated nucleosome 

locations using ATAC-seq and found that coherently phased modulation of mCH is evident over 

approximately 1 kb (~5 nucleosomes), decreasing by up to 9.5% at the nucleosome center and 

increasing by 11.1% in neighboring linkers (Figure 11F). mCG levels display a similar but 

weaker modulation (<2%) (Figure 12D). Our results support earlier studies in the CG context 

(Teif et al., 2014) and extend the link between nucleosome positioning and DNA methylation in 

mammalian cells to the non-CG context. 
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K. Identification of Distinct Classes of Large Hypo-Methylated Regions 

We further sought to identify multi-kilobase regions of low DNA methylation in our 

datasets. Hypo-DMRs are not randomly distributed in the genome, but instead show a bimodal 

distribution of inter-DMR distances (Figure 13A). Closely-spaced hypo-DMRs may represent 

fragments of larger hypo-methylated features. Therefore, we merged neuron subtype-specific 

hypo-DMRs located within 1 kb of each other and defined those exceeding 2 kb in length as 

“large hypo-DMRs” (Figure 13B, left). We also observed another category of large hypo-

methylated domains that are consistent with previously described DNA methylation valleys 

(DMVs) or canyons (Jeong et al., 2014; Xie et al., 2013) (Figure 13B).  

Although both are multi-kilobase hypo-methylated regions, large hypo-DMRs and DMVs 

occupy distinct genomic locations (Figure 14A). Compared to large hypo-DMRs, DMVs have 

higher overlap across cell types (Figure 14A) and more extreme lengths (Figure 14B), extending 

up to 104 kb compared to large hypo-DMRs, which extend to 32 kb. Consistent with their higher 

GC content (Figure 14C) and lower levels of CG methylation (Figure 14D), most DMVs (85-

94%) overlap CpG islands. In contrast, only 1-9% of large hypo-DMRs overlap CpG islands. 

Furthermore, DMVs straddle the TSS whereas large hypo-DMRs are enriched downstream of the 

TSS (Figure 14E).  

To better characterize different classes of hypo-methylated regions, we took advantage of 

our histone modification data in excitatory neurons. Large hypo-DMRs show higher levels of 

histone modifications associated with active enhancers, H3K27Ac and H3K4me1, compared to 

DMRs <2 kb (Figure 13C, left). Excitatory DMVs display a bimodal distribution for H3K4me3 

and H3K27me3 and can be divided as H3K4me3+ (Figure 13B, left) versus H3K27me3+ (Figure 

13B, right). As expected, H3K27me3+ DMVs are depleted for ATAC-seq reads and overlap 
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genes with low expression (Figure 13C, middle and right). Large hypo-DMRs and H3K4me3+, 

but not H3K27me3+, DMVs are enriched for differentially expressed genes (Figure 13D). In fact, 

the bimodal distribution of H3K4me3 and H3K27me3 levels in DMVs suggests that these 

domains can be associated with either active or repressed genes, and the two histone 

modifications partition DMVs into functionally distinct categories (Figures 14F-G). 

 

L. Hyper-Methylation at Cell Type-Specific Transcription Factor Genes Preserves a Trace 

of Early Developmental Expression 

DMVs are highly overlapping across adult cell types and fetal cortex (Figure 14A), in 

line with previous evidence (Xie et al., 2013) suggesting they may be established early during 

development and subsequently maintained. To address whether these regions are dynamically 

modified during development, we compared the boundaries of fetal DMVs between fetal and 

adult cells. Genome-wide, 51-67% of fetal DMVs remain as DMVs in adult neurons and glia but 

gain methylcytosines, resulting in a contraction of DMV length as the brain matures (median 

decrease = 747 bp; p<2×10-18, Wilcoxon rank sum).  

We further focused our analysis on fetal DMVs overlapping genes. Fetal DMVs are 

highly enriched for TF genes (Figure 14G), and 75 out of 77 fetal DMVs associated with a list of 

candidate developmental TFs (Visel et al., 2013) are shorter in at least one adult cell type (Figure 

14H). To identify the DMVs that display the most significant developmental mCG gains, we 

compared mCG levels across fetal and adult cells in the interior of fetal DMVs; to avoid the 

possible confound of intragenic DNA methylation, we used the DMV interior upstream of the 

TSS (Figure 13E). This analysis identified 454 genes (66%; FET, q<0.01) that exhibit 

significantly increased mCG in at least one adult cell type versus fetal cortex; 210 genes (31%) 

have more than a 5-fold increase.  
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When we examined the genes with the highest increases in mCG, we noted that several 

code for critical TFs known to shape neuronal subtype identity and are predominantly expressed 

in neural progenitor cells and immature precursors. At these TF loci, the highest mCG fold 

change generally occurs in the cell type where the gene is active in development but down-

regulated in the adult. For example, Neurog2 is highly expressed during embryonic development 

in the common progenitors of cortical excitatory neurons and many glial cells, but it is not 

expressed in these cells in the adult brain nor at any time during inhibitory neuron development 

(Sommer et al., 1996; Wang et al., 2013). Our DNA methylation data shows that Neurog2 lies 

within a DMV in all cells except excitatory neurons and glia, where the region is hyper-

methylated (Figure 13F, left). In contrast, Nkx2-1 is specifically expressed in the medial 

ganglionic eminence (MGE), the birthplace of cortical PV neurons (DeFelipe et al., 2013). 

Immature cortical PV neurons switch off Nkx2-1 soon after leaving the MGE in order to direct 

their migration to the cortex; neurons that maintain Nkx2-1 expression instead travel to the 

striatum (Nóbrega-Pereira et al., 2008). An extended (>15 kb) DMV covers Nkx2-1 in fetal 

cortex, excitatory neurons, VIP neurons, and glia, yet this DMV is only ~6.5 kb in PV neurons 

(Figure 13F, right). Similar findings are seen at DMVs overlapping Dlx2, Pax6, Vax1, and Gsx2 

(Figures 14I-J). 

At these TF loci, the methylomes of adult neurons contain a signature of past gene 

expression. In contrast to the rest of the genome, hyper-methylation, rather than hypo-

methylation, marks the relevant cell type-specific genes. In contrast to vestigial enhancers (Hon et 

al., 2013), this epigenetic trace of the neuron’s development arises from the gain of cell type-

specific hyper-methylation rather than the retention of hypo-methylation. We further asked what 

fraction of this hyper-methylation is a result of hmC rather than mC. For DMVs at Neurog2 and 

Pax6, we find that adult frontal cortex hmCG levels from TAB-seq (Lister et al., 2013) are 

approximately 10% of excitatory neuron MethylC-seq signals at CG sites. Because we lack 
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matched hmC data from purified excitatory neurons, the precise contribution of hmCG is difficult 

to assess, although we believe from this comparison that the majority of the hyper-methylation 

originates from mCG. Furthermore, at non-CG sites in these two DMVs, we find that essentially 

all of the observed hyper-methylation originates from mCH, consistent with evidence that 

hydroxymethylation occurs nearly exclusively in the CG context (Yu et al., 2012).	
  

 

 

 

  



	
   43	
  

 

Chapter IV 

Discussion 

 

This study introduces the INTACT system in mice, the first method to affinity purify 

nuclei from genetically-defined cell types in a mammal. INTACT efficiently isolates nuclei from 

both common and rare cell types, enabling us to examine the epigenomic organization of 

neocortical excitatory, PV, and VIP neurons with unprecedented cell type-specific resolution. We 

find that the morphological and physiological diversity of neocortical neurons is paralleled by 

widespread differences in their underlying epigenomes. By using coordinated epigenomic marks 

to show that neocortical neurons adopt unique regulatory landscapes, our data adds a new 

resource to existing catalogues of transcriptional diversity. We further identify candidate TFs 

acting at regulatory regions and demonstrate how epigenomic states of adult cells capture long-

lasting attributes of neuronal identity, including patterns of past gene expression, current gene 

expression, and potential experience-dependent responses. In particular, we find a close 

relationship between intragenic non-CG methylation and differential gene expression. 

Furthermore, purified neuronal epigenomes reveal distinctive hyper-methylation patterns 

associated with developmentally transient expression of critical TFs that shape neuronal subtype 

identity. 

 

Affinity Purification of Nuclei Facilitates Epigenomic Studies 

INTACT is uniquely suited to investigating cell type-specific epigenomes, an application 

that can be challenging with other purification methods. Genome-wide epigenomic assays 

generally require tens of thousands to millions of cells, which limit the utility of manual sorting 
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for this purpose. Methods that involve cellular dissociation in the adult brain may be inefficient 

and induce stress responses that alter the cellular state. In contrast, INTACT couples rapid tissue 

lysis with gentle isolation of sufficient numbers of cell type-specific nuclei for epigenomic 

studies. Whereas FACS-sorted cells or nuclei may be fragile and difficult to manipulate, the 

attachment of magnetic beads to nuclei in INTACT greatly simplifies buffer exchanges and 

volume reductions. Furthermore, unlike FACS or laser capture microdissection, INTACT 

requires no specialized instruments. INTACT is particularly well-suited for isolating rare cell 

types; cells constituting 1-3% of the starting material can be enriched to >98% purity and 

subsequently used for MethylC-seq and ATAC-seq.  

In this study, we have focused on cellular diversity in the healthy mammalian brain. 

INTACT can also be used to explore cell type-specific epigenomics in mouse models of 

schizophrenia, autism, neurodegeneration, and other neuropsychiatric disorders, or adapted for 

use in non-neuronal tissues. In addition to epigenomic studies, INTACT is an efficient method for 

isolating nuclear RNA from defined cell types that complements existing strategies for RNA 

profiling. We note that some degree of non-specific RNA contamination is intrinsic to affinity 

purification strategies, including INTACT. Nevertheless, we have shown that INTACT 

expression profiles recover known cell markers and can be used to discover novel markers. 

 

Cell Type-Specific Developmental Signatures are Encoded in the Methylomes of Adult Cells  

Mature neuronal diversity arises from a developmental odyssey. Whereas one class of 

large hypo-methylated regions (large hypo-DMRs) reflects the neuron’s current transcriptional 

state, a second class (DNA methylation valleys, DMVs) reveals patterns of past gene expression. 

We find that a subset of genes coding for TFs that establish neuronal identity, including Neurog2, 

Nkx2-1, Dlx2, Pax6, Vax1, and Gsx2, overlap with DMVs showing cell type-specific hyper-
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methylation. At these genes, hyper-methylation at DMVs in the adult methylome provides a 

record of transient high TF expression during development, whereas the same genes are hypo-

methylated in other cell types. We speculate that this pattern might arise if (1) these DMVs are 

initially marked by H3K27me3 in neural progenitors (Xie et al., 2013), (2) H3K27me3 is 

removed in a particular neuronal lineage to allow TF expression at the appropriate developmental 

time point, and (3) this removal simultaneously increases the accessibility of the region to DNA 

methyltransferases, whereas other cell types maintain an inaccessible chromatin state throughout 

development and into adulthood. Measuring gene expression in defined populations of immature 

cells can be challenging as they are intermixed and often do not express the terminal markers of 

adult neuronal subtypes. Our data suggests that developmental TF expression could be predicted 

from DNA methylation patterns in adult cells, providing an alternate approach to investigating 

cell type-specific developmental history. 

 

Genome-Wide Analyses Parse Neuronal Diversity 

Neuronal cell types have been defined based on morphology, electrophysiology, 

connectivity, and, more recently, patterns of gene expression and regulation. Traditional 

approaches for investigating these features produce datasets of modest size and with a relatively 

small number of independent parameters, which limit the distinctions that can be made among 

neuronal cell types. As demonstrated here, genome-wide approaches generate large and 

information-rich datasets that reveal complex neuron subtype-specific patterns of transcript 

abundances, DNA methylation, and chromatin accessibility. Genome-wide information derived 

from these datasets can be used to parse neuronal subtypes into even finer divisions based on 

patterns of both gene expression and gene regulation, which in turn can be combined with 

transgenic approaches to label new subpopulations of neurons and enable their purification. The 
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synergy between genetic engineering of experimental organisms, cell type-specific purification, 

and genome-scale data analysis promises a new and comprehensive view of neuronal diversity in 

the mammalian brain. 

 

 

Chapters I-IV of this dissertation has been submitted to Neuron for consideration. 
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Figure 1. An Affinity Purification Method Isolates Cell Type-Specific Nuclei in Mice	
  

(A) Diagram of the INTACT knock-in mouse construct. Cre-mediated excision of the 

transcription stop signals activates expression of the nuclear membrane tag (Sun1-sfGFP-myc) in 

the cell type of interest. 

(B) Immunohistochemistry showing localization of SUN1-sfGFP-Myc in neocortical excitatory, 

PV, and VIP neurons in mice that carry R26-CAG-LSL-Sun1-sfGFP-myc together with a Cre 

driver. Scale bars: 50 µm. 

(C) Steps in the affinity purification method (INTACT). 

(D) An example of a GFP+/Myc+ nucleus bound by Protein G-coated magnetic beads following 

INTACT purification and staining with DAPI. Scale bar: 10 µm. 

(E) For each experiment, INTACT purifications were performed with anti-GFP using pooled 

neocortices of two mice. Specificity of mouse INTACT: after INTACT purification, bead-bound 

nuclei were stained with DAPI, and the numbers of GFP+ versus GFP- nuclei were quantified by 

fluorescence microscopy (100-200 nuclei per experiment). Yield of mouse INTACT: the total 

number of input nuclei, the % of GFP+ nuclei in the input, and the total number of bead-bound 

nuclei after INTACT purification were quantified using fluorescence microscopy or a 

hemocytometer (100-200 nuclei per experiment). The yield was calculated based on the observed 

number of bead-bound nuclei versus the expected number from the input. For % GFP+ nuclei in 

the input, the mean is shown. For quantities after INTACT purification, both the mean and ranges 

are shown. 
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Figure 2. Nuclear Labeling and Specificity of Mouse INTACT	
  

(A) Hippocampus, kidney, and heart from adult Sox2-Cre; R26-CAG-LSL-Sun1-sfGFP-myc mice, 

where Cre recombination occurs at the early embryo stage. Scale bar: 50 µm. 

(B) Immunohistochemistry showing that neocortical GFP+ nuclei in Camk2a-Cre; R26-CAG-

LSL-Sun1-sfGFP-myc adult mice do not co-localize with GAD67, an inhibitory neuron marker. 

Scale bar: 50 µm. 

(C-F) Immunohistochemistry showing that neocortical GFP+ nuclei in Camk2a-Cre; R26-CAG-

LSL-Sun1-sfGFP-myc adult mice do not co-localize with PV (C) or VIP (D). Similarly, 

neocortical GFP+ nuclei in PV-Cre; R26-CAG-LSL-Sun1-sfGFP-myc adult mice do not co-

localize with VIP (E), and neocortical GFP+ nuclei in VIP-Cre; R26-CAG-LSL-Sun1-sfGFP-myc 

adult mice do not co-localize with PV (F). Scale bars: 50 µm. 

(G) Quantification of Cre driver specificity by immunostaining. Each Cre driver was crossed with 

R26-CAG-LSL-Sun1-sfGFP-myc mice, and the percent of GFP+ cells that co-localize with the 

indicated markers was quantified. For Camk2a-Cre driver, the percentage of GAD67, PV, and 

VIP cells that co-localize with GFP was also quantified; furthermore, quantification of GFP and 

NeuN staining (Figure 1B) showed that 100% of GFP+ nuclei were also NeuN+. Counts were 

made using 100 µm vibratome sections and >200 nuclei per mouse (n=2). 

(H) Myc labeling co-localizes with GFP labeling in the neocortex of adult Camk2a-Cre; R26-

CAG-LSL-Sun1-sfGFP-myc mice. Scale bar: 50 µm. 

(I and J) Assessment of INTACT purification by flow cytometry. INTACT was performed using 

anti-Myc to isolate nuclei from the neocortices of two VIP-Cre; R26-CAG-LSL-Sun1-sfGFP-myc 

mice (I). Analysis of input nuclei (after step 2 in Figure 1C) shows that 99.5% of input nuclei are 

singlets (left), and 1.5% of input nuclei are GFP+ (middle). Unbound beads remaining after the 
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pre-clear step were identified using a beads-only control (data not shown). After INTACT 

purification, 99% of bead-bound nuclei are GFP+ (right). Because multiple magnetic beads are 

bound to each GFP+/Myc+ nucleus, the DAPI fluorescence is variably reduced relative to input 

nuclei. INTACT was performed using anti-GFP to isolate nuclei from the neocortices of two PV-

Cre; R26-CAG-LSL-Sun1-sfGFP-myc mice (J). After INTACT purification, 95% of bead-bound 

nuclei are GFP+. The percentages of singlet nuclei, GFP- nuclei, and GFP+ nuclei were 

determined by the gates outlined in black in each plot.  
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Figure 3. Widespread Differences in Gene Expression and DNA Methylation Among 

Neuron Subtypes	
  

(A) Browser representation of RNA-seq read density and DNA methylation in CG and non-CG 

contexts (mCG, mCH) at two genes. Slc6a1 (GAT-1, left) is expressed primarily in inhibitory 

neurons. Lhx6 (right) is PV neuron-specific. Methylated CG (green) and CH (blue) positions are 

marked by upward (plus strand) and downward (minus strand) ticks. The height of each tick 

represents the % methylation, ranging from 0 to 100%. NeuN+ and Ctx (cortex) adult mouse 

methylomes are from Lister et al., 2013. R1, replicate 1; R2, replicate 2. 

(B) Pairwise comparisons of protein-coding gene expression measured by RNA-seq across cell 

types (left three panels) or between replicates (right panel). The most differentially expressed 

genes (>5-fold change) are shown as colored points, and selected cell type-specific genes are 

labeled. r, Pearson correlation of log(TPM+0.1); TPM, transcripts per million. 

(C) Percentage of cytosines in the CG and CH contexts that are methylated in each cell type.  

(D) Percentage of all cytosines that are methylated. The number in each bar indicates the 

percentage of all methylated cytosines that occur in the CH context. 

(E) Median ± 1 SEM of % mCH within and surrounding gene bodies, showing an inverse 

correlation between expression and DNA methylation at differentially expressed genes identified 

from our RNA-seq data (>5 fold-change for one cell type relative to both of the other cell types). 

TSS, transcription start site; TES, transcription end site.  

(F) Pairwise comparisons of gene body % mCH across cell types (left three panels) or between 

replicates (right panel). Colored dots correspond to the same genes shown in Figure 3B.  
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Figure 4. Gene Expression and DNA Methylation Analysis	
  

(A) Pairwise comparisons of gene expression levels between replicates in PV (left) and VIP 

(right) neurons. r, Pearson correlation of log(TPM+0.1). TPM, transcripts per million. 

(B) Scatterplot showing high correlation between gene expression of INTACT-purified (PV-Cre; 

R26-CAG-LSL-Sun1-sfGFP-myc) and manually-sorted (G42 transgenic; Okaty et al., 2009) PV 

neurons. Selected cell type-specific genes are labeled (blue, Exc; green, PV; red, VIP) as well as 

candidate PV-enriched genes (black) tested by in situ hybridization. r, Spearman correlation. 

(C) Double fluorescent ISH showing correct co-localization for nine genes predicted to be 

enriched in excitatory (left) or PV (right) neurons. Slc17a7, Pvalb, and Vip mark excitatory, PV, 

and VIP neurons, respectively. A 10th probe (Zfp536) did not co-localize with Slc17a7, Pvalb, or 

Vip at our level of detection (data not shown), and probe labeling was presumably in 

oligodendrocytes (Dugas et al., 2006). 

(D) Barplot showing % mC for each non-CG methylation trinucleotide context. 

(E) Median ± 1 SEM of % mCG within and surrounding gene bodies, showing an inverse 

correlation between expression and DNA methylation at differentially expressed genes 

determined from our RNA-seq data (>5 fold-change for one cell type relative to both of the other 

cell types). TSS, transcription start site; TES, transcription end site.  

(F) Pairwise comparisons of gene body % mCH between replicates in PV (left) and VIP (right) 

neurons. 

(G) Pairwise comparisons of gene body % mCG between replicates in excitatory (left), PV 

(middle), and VIP (right). 
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(H) Pairwise comparisons of gene body % mCG across cell types. Colored dots correspond to the 

same genes shown in Figure 3B. 

(I) Density plots showing ratios of CH methylation in gene bodies (top) and in 5 kb genomic bins 

(bottom) across cell types and between replicates. Each distribution was normalized by the 

median ratio. Dotted lines are at 0.67 and 1.5.  
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Figure 5. Epigenomic Marks are Coordinated and Highly Cell Type-Specific	
  

(A) Examples of intergenic regulatory elements marked by accessible chromatin (peaks in 

ATAC-seq read density, upper tracks) and low levels of DNA methylation (hypo-DMRs and 

UMRs+LMRs, lower tracks) at an intergenic region ~53 kb upstream of Snap25 (both the nearest 

gene and the nearest TSS). Locations of ATAC-seq peaks, hypo-DMRs, and UMRs+LMRs are 

shown below the corresponding raw data. R1, replicate 1; R2, replicate 2. 

(B) Area-proportional Venn diagram showing the numbers of all cell type-specific and shared 

ATAC-seq peaks across excitatory, PV, and VIP neurons (top). Area-proportional Venn diagrams 

showing that a greater fraction of promoter-associated peaks (within 2.5 kb of a TSS) are shared 

compared to distal peaks (>20 kb from a TSS), which are predominantly cell type-specific 

(bottom). 

(C) Browser representation of regulatory elements around trkC/Ntrk3 marked by histone 

modifications in excitatory neurons, DNaseI hypersensitivity in whole cerebrum (from 

ENCODE), and peaks in ATAC-seq read density in excitatory, PV, and VIP neurons. For ATAC-

seq, greater spatial resolution is achieved by using reads <100 bp in length (tracks labeled <100).  

(D) Area-proportional Venn diagram showing the numbers of DMRs identified to be hypo-

methylated in excitatory, PV, and/or VIP neurons in a statistical comparison of CG methylation 

levels across five cell types. Two of these cell types, fetal cortex and glia, are not shown in the 

diagram. 

(E) Heatmap showing % mCG plotted in 3 kb windows centered at DMRs hypo-methylated in 

one or two cell types (panel 1). At the same genomic regions, the following additional features 

were plotted: % mCH (panel 2), chromatin accessibility (ATAC-seq reads) (panel 3), and histone 

modification ChIP-seq reads in excitatory neurons (panel 4). The number of DMRs in each 

category is shown in parentheses.  
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Figure 6. Correlations Across Epigenomic Marks and Relevance of Neuron Subtype-

Specific Hypo-Methylation to Induced Neuronal Activity	
  

(A) Examples of regulatory elements marked by accessible chromatin (peaks in ATAC-seq read 

density, upper tracks) and low levels of DNA methylation (hypo-DMRs and UMRs+LMRs, 

lower tracks) near Ngf. Locations of ATAC-seq peaks, hypo-DMRs, and UMRs+LMRs are 

shown below the corresponding raw reads. R1, replicate 1; R2, replicate 2. 

(B) Barplot showing that the majority of binding sites of six activity-dependent TFs in KCl-

depolarized cortical cultures (Kim et al., 2010; Malik et al., 2014) overlap with excitatory neuron 

UMRs+LMRs (left). Binding sites for FOS, FOSB, JUNB, and NPAS4 also overlap extensively 

with excitatory-specific hypo-DMRs. The number of total ChIP-seq peaks for each TF is shown 

in parentheses. Barplot showing the enrichment and depletion of each hypo-DMR category 

overlapping TF ChIP-seq peaks (right). CREB and SRF were excluded since their enrichments 

and depletions were insignificant at q<1E-5. 

(C) At the same regions as in Figure 5E (i.e., 3 kb windows centered at DMRs hypo-methylated 

in one or two cell types), heatmap showing TF ChIP-seq reads from unstimulated (un) and 

depolarized (KCl) cortical cultures (TF ChIP-seq from Kim et al., 2010; Malik et al., 2014).  

(D) Scatterplots showing high correlation between mCG and mCH at DMRs. mCG and mCH 

levels in each DMR were normalized by the mean mCG and mCH in that DMR across the three 

cell types. r, Pearson correlation.  

(E) A matrix showing pairwise Pearson correlations of H3K27ac, H3K4me1, and sub-

nucleosomal (<100 bp) ATAC-seq reads at enhancers. H3K4me1 and H3K27ac signals are 

generally well-correlated at a global level; however, individual enhancers can be poised 

(H3K4me1+; 42,540 enhancers) or active (H3K4me1+/H3K27ac+; 48,781 enhancers). ATAC-
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seq signal is also correlated, albeit to a lesser degree (r ~0.5), with both H3K4me1 and H3K27ac 

signal at enhancers. R1, replicate 1; R2, replicate 2. 

(F) In each cell type, the majority of hypo-DMRs are a subset of UMRs+LMRs. The majority of 

ATAC-seq peaks and UMRs+LMRs overlap. For excitatory neurons, approximately half of 

ATAC-seq peaks, hypo-DMRs, and UMRs+LMRs overlap with enhancers identified using 

histone modifications. Although these DNA methylation and chromatin features are overlapping, 

they are not synonymous. Part of the difference may arise from statistical thresholds set in the 

identification of each region; however, each type of dataset also provides non-redundant and 

complementary information that depend on the genomic context. The numbers in parentheses 

indicate the total number of these features identified in each cell type.  
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Figure 7. Relationships Across Cell Types and Development Via Epigenomic Marks	
  

(A-B) Matrices showing pairwise Pearson correlations for % mCG (A) and ATAC-seq read 

densities (B) at ATAC-seq peaks. Dendrograms show hierarchical clustering using complete 

linkage and 1-Pearson correlation as the metric. 
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Figure 8. Epigenomic Correlations Across Cell Types and Development	
  

(A) Matrices showing pairwise Pearson correlations for % mCG (left) and for % mCH (right) in 

500 bp genomic bins across all autosomes. Dendrograms show hierarchical clustering using 

complete linkage and 1-Pearson correlation as the metric. 

(B) A matrix showing pairwise Pearson correlations for % mCH at ATAC-seq peaks. The 

dendrogram shows hierarchical clustering using complete linkage and 1-Pearson correlation as 

the metric. 
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Figure 9. Neuronal Subtypes are Associated with Distinct Patterns of TF Binding	
  

(A) The average density of ATAC-seq read endpoints (Tn5 transposase insertions) within ±100 

bp relative to the estimated locations of footprints for four example TFs, showing characteristic 

footprint structures. Each footprint profile is normalized by the maximum over the profiled 

region. Inset: position weight matrix showing conserved sequence motifs at the footprint center. 

(B) Heatmaps showing the enrichment (red) and depletion (blue) of footprints in cell type-

specific ATAC-seq peaks (left) or motifs in hypo-DMRs (middle). The relative TF expression 

level across excitatory, PV, and VIP neurons is also shown (right). Selected TFs are labeled. 

(C) Schematic for assessing TF-TF interactions by detecting footprints of one TF (FP A) in a 20 

kb window around the TSS of a second TF (TF B); footprints located farther away (FP C) are not 

predicted to interact. 

(D) Networks of TF interactions predicted by the method shown in (C) using cell type-specific 

and pan-neuronal footprints. 

(E) Heatmaps showing the average density of cell type-specific and pan-neuronal footprints 

within a TSS±100 kb window for each category of genes. 

(F) Barplot showing the average % of base pairs within a TSS±10 kb window that overlaps each 

ATAC-seq peak category, for each category of genes (left). Heatmap showing an enrichment of 

cell type-specific peaks at both cell type-specific and pan-neuronal genes (right). Pan-neuronal 

genes are from Hobert et al., 2010; q from 1-sided Wilcoxon rank sum test with Benjamini-

Hochberg FDR correction. 
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Figure 10. Analysis of Putative TF Binding at Neuronal Regulatory Regions	
  

(A) Scatterplots showing, for expressed TFs (TPM≥30), % mCG (top), % mCH (bottom left), and 

% mCA (bottom right) around regions that are footprinted in one cell type (y-axis) versus regions 

that are not footprinted in that cell type, but are footprinted in a different cell type (x-axis). Most 

TF footprints lie in regions of lower DNA methylation, relative to the methylation levels found in 

cell types without footprints for the same regions. Exceptions include CTCF and ZFP410. 

(B) Heatmap showing TF motif enrichments (left) and gene expression (right) for all categories of 

DMRs that are hypo-methylated in one or two cell types across excitatory, PV, and VIP neurons 

as well as glia and fetal cortex. Boxes indicate TFs mentioned in the main text. 

(C) Examples of pan-neuronal genes (from Hobert et al., 2010) surrounded by cell type-specific 

and pan-neuronal regions of increased chromatin accessibility, as determined by peaks of ATAC-

seq read density. Arrows point to a subset of cell type-specific ATAC-seq peaks. R1, replicate 1; 

R2, replicate 2. 
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Figure 11. Integrative Analysis of DNA Methylation, Gene Expression, and Chromatin 

Features	
  

(A) Spearman correlations of three epigenomic features (CG DNA methylation, CH DNA 

methylation, and ATAC-seq read density) with RNA expression level around the TSS of 

autosomal expressed (TPM>0.1) genes (left) and differentially expressed genes (right). Note that 

the signs of the correlations for mCG and mCH are negative (i.e., these features inversely 

correlate with gene expression).  

(B-E) Protein-coding genes were clustered by k-means based on patterns of intragenic mCH. For 

each cluster (1-25), the following features are plotted: mCH level within each gene body and 

flanking 100 kb (B); mRNA abundance (C); enrichment or depletion for differentially expressed 

(DE) genes (D), and enrichment or depletion for cell type-specific and shared ATAC-seq peaks 

within ±10 kb of the TSS (E). mCH levels for each gene are normalized by the levels at distal 

flanking regions (50-100 kb upstream and downstream of the gene body). For clusters with cell 

type-specific hypo-methylation, an example gene or gene set is listed. TPM, transcripts per 

million; N.S., not significant (FET, q<0.01). 

(F) mCH levels are higher in the nucleosomal linker region and lower in the nucleosome core. 

mCH levels are normalized by the level at flanking regions (1-2 kb upstream and downstream of 

the nucleosome center). 
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Figure 12. Integrative Analysis of Epigenomic Features	
  

(A) LASSO regression using the top 7 selected epigenomic features gives a Spearman correlation 

of 0.66, with intragenic non-CG methylation as the most informative feature. Epigenomic 

features used in the regression were mCG, mCH, ATAC-seq, and DMR density at different 

positions around genes. A.U., arbitrary units. 

(B) Line plot showing that LASSO regression using more than ~7 features does not generate 

substantially higher correlations (top). The normalized fit coefficient for the 8 best features is 

shown as a function of the regularization parameter (bottom). The red square indicates 7 features. 

(C) Choice of the number of clusters used for k-means clustering.  

(D) Line plots showing lower mCG and ATAC-seq read density at the mononucleosome core.  
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Figure 13. Large Domains of Low Methylation Link to Gene Expression, Including 

Unexpected Hyper-Methylation at Developmental Genes	
  

(A) Bimodal distribution of distances between hypo-DMRs in each cell type indicates that some 

hypo-DMRs are closely spaced (<1 kb separation) and form large blocks of differential 

methylation (“large hypo-DMRs”). 

(B) Large hypo-DMRs and a H3K4me3+ DNA methylation valley (DMV) overlap Mef2c (left); a 

H3K27me3+ DMV overlaps Gbx2 (right). As diagrammed for the excitatory neuron tracks, dark-

colored bars indicate hypo-DMRs (upper), boxes indicate hypo-DMRs that were grouped into 

large hypo-DMRs, and light-colored bars indicate DMVs (lower). 

(C) For excitatory neurons, violin plots show the distribution of histone modification enrichments 

(left), ATAC-seq read densities (middle), and gene expression levels (right) within large hypo-

DMRs, hypo-DMRs <2 kb, and DMVs. A.U., arbitrary units. 

(D) Matrix showing the percentage of each row feature that overlaps with differentially expressed 

genes. Large hypo-DMRs and H3K4me3+ DMVs (in excitatory neurons) have higher enrichment 

for differentially expressed genes, compared to hypo-DMRs <2 kb. H3K27me3+ DMVs (in 

excitatory neurons) are not enriched for differentially expressed genes at q<1E-5. 

(E) Schematic for assessing the accumulation of CG methylation in each adult cell type 

(excitatory, PV, and VIP neurons, and glia) compared to fetal cortex, at fetal DMVs overlapping 

genes. 

(F) DNA methylation levels for a region around Neurog2 (left), an active TF in excitatory and 

many glial progenitors, and Nkx2-1 (right), a transiently active TF in PV neuron development. 

Barplots show the % mCG and % mCH for each cell type in the region between dotted lines in 

Figure 13E. * q<1×10-10 (mCG, adult cell type compared to fetal cortex, 1-sided FET with 
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Benjamini-Hochberg correction). In the browser representation, light-colored bars indicate 

DMVs. 
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Figure 14. Large Hypo-Methylated Domains	
  

(A) Large hypo-DMRs are generally non-overlapping across cell types, whereas DMVs show 

high overlap across cell types. Large hypo-DMRs and DMVs are generally non-overlapping 

regions in the same cell type. The numbers of large hypo-DMRs and DMVs identified in each 

cell type are indicated in parentheses. 

(B) Boxplot showing the length distributions for large hypo-methylation features compared to all 

DMRs and UMRs+LMRs. Large hypo-DMRs and DMVs are both multi-kilobase DNA 

methylation features. By definition, the lower size limits are 2 kb for large hypo-DMRs and 5 kb 

for DMVs. Autosomal features for excitatory, PV, and VIP neurons were combined. Outliers are 

omitted in the graphical representation.  

(C-D) Distribution of GC content (C) and CG methylation level (D) across DNA methylation 

features. Excitatory neuron features and methylation levels were used, as well as randomly 

selected genomic regions matching the sizes of excitatory hypo-DMRs with lengths less than 2 

kb.  

(E) Line plots showing that large hypo-DMRs are enriched downstream of the TSS whereas 

DMVs are enriched equally across the TSS. Excitatory neuron features were used. 

(F) Representative selection of genes in excitatory DMVs that overlap H3K4me3+ peaks (top) 

and H3K27me3+ domains (bottom).  

(G) Gene ontology (GO) categories (McLean et al., 2010) related to transcription regulation and 

TF activity are strongly enriched at H3K27me3+ excitatory DMVs and DMVs in other cell types, 

including fetal brain. H3K4me3+ excitatory DMVs are enriched for terms related to mature 

neuronal function. 
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(H) Out of 77 developmental TFs (Visel et al., 2013) that overlap fetal DMVs, the DMV lengths 

for 75 TFs are shorter in at least one adult cell type relative to fetal cortex. For each TF, the cell 

type(s) with decreased DMV length(s) are indicated. 

(I-J) (I) DNA methylation levels for a region around Dlx1/2, showing extensive neuron subtype-

specific differences in the boundaries of DMVs that correlate with developmental shifts in the 

expression of Dlx2 and Dlx1. (J) DNA methylation levels for a region around Pax6 (left), Vax1 

(middle), and Gsx2 (right). Pax6 is expressed during excitatory neuron development and in the 

caudal ganglionic eminence (birthplace of VIP neurons), whereas Vax1 and Gsx2 are expressed 

during inhibitory neuron development. Expression levels of all three TFs are largely down-

regulated in mature neurons. For (I) and (J), barplots show the % mCG and % mCH for each cell 

type at the region between the dotted lines in Figure 13E. * q<1×10-10 (mCG, adult cell type 

compared to fetal cortex, 1-sided FET with Benjamini-Hochberg correction). In the browser 

representation, light-colored bars indicate DMVs.  
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2008 – present Medical Scientist Training Program fellowship 
 
2011 – 2012 Visual Neuroscience Training Program fellowship 
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2014 Travel award, Graduate Student Association, Johns Hopkins University School 
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2008 Merrill Presidential Scholar, Cornell University  
 

2007 Barry M. Goldwater Scholar 
 
 
Teaching Experience 
 



	
   90	
  

2011 Teaching assistant, Neuroscience and Cognition I, Johns Hopkins University 
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2006 – 2008 Writing Walk-In Center Tutor, John S. Knight Institute for   
   Writing, Cornell University 
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2015 – present Contributor to Biomedical Odyssey, a blog sponsored by Johns Hopkins 
University School of Medicine 

 
2013 – present Volunteer for Project Bridge, Johns Hopkins University School of 
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2009 – 2010 Tutor at Wolfe Street Academy, Baltimore, MD 
 
2008 – 2010  Member and Vice President, Asian Pacific American Medical Student 
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2006 – 2008 Co-founder, president, and marketing director of Cornell Health   
   International, Cornell University 
 
2006 – 2008 Student Advisory Board, Global Health Concentration, Cornell 
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